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ABSTRACT 

 

Arterial spin labeling (ASL) perfusion Magnetic Resonance Imaging (MRI) is a 

noninvasive technique for measuring quantitative cerebral blood flow (CBF) but subject to 

an inherently low signal-to-noise-ratio (SNR), resulting in a big challenge for data 

processing. Traditional post-processing methods have been proposed to reduce artifacts, 

suppress non-local noise, and remove outliers. However, these methods are based on either 

implicit or explicit models of the data, which may not be accurate and may change across 

subjects. Deep learning (DL) is an emerging machine learning technique that can learn a 

transform function from acquired data without using any explicit hypothesis about that 

function. Such flexibility may be particularly beneficial for ASL denoising. In this 

dissertation, three different machine learning-based methods are proposed to improve the 

image quality of ASL MRI: 1) a learning-from-noise method, which does not require noise-

free references for DL training, was proposed for DL-based ASL denoising and BOLD-to-

ASL prediction; 2) a novel deep learning neural network that combines dilated convolution 

and wide activation residual blocks was proposed to improve the image quality of ASL 

CBF while reducing ASL acquisition time; 3) a prior-guided and slice-wise adaptive outlier 

cleaning algorithm was developed for ASL MRI. 

In the first part of this dissertation, a learning-from-noise method is proposed for DL-based 

method for ASL denoising. The proposed learning-from-noise method shows that DL-

based ASL denoising models can be trained using only noisy image pairs, without any 

deliberate post-processing for obtaining the quasi-noise-free reference during the training 

process. This learning-from-noise method can also be applied to DL-based ASL perfusion 
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prediction from BOLD fMRI as ASL references are extremely noisy in this BOLD-to-ASL 

prediction. Experimental results demonstrate that this learning-from-noise method can 

reliably denoise ASL MRI and predict ASL perfusion from BOLD fMRI, result in 

improved signal-to-noise-ration (SNR) of ASL MRI. Moreover, by using this method, 

more training data can be generated, as it requires fewer samples to generate quasi-noise-

free references, which is particularly useful when ASL CBF data are limited. 

In the second part of this dissertation, we propose a novel deep learning neural network, 

i.e., Dilated Wide Activation Network (DWAN), that is optimized for ASL denoising. Our 

method presents two novelties: first, we incorporated the wide activation residual blocks 

with a dilated convolution neural network to achieve improved denoising performance in 

term of several quantitative and qualitative measurements; second, we evaluated our 

proposed model given different inputs and references to show that our denoising model can 

be generalized to input with different levels of SNR and yields images with better quality 

than other methods. 

In the final part of this dissertation, a prior-guided and slice-wise adaptive outlier cleaning 

(PAOCSL) method is proposed to improve the original Adaptive Outlier Cleaning (AOC) 

method. Prior information guided reference CBF maps are used to avoid bias from extreme 

outliers in the early iterations of outlier cleaning, ensuring correct identification of the true 

outliers. Slice-wise outlier rejection is adapted to reserve slices with CBF values in the 

reasonable range even they are within the outlier volumes. Experimental results show that 

the proposed outlier cleaning method improves both CBF quantification quality and CBF 

measurement stability.  

 



iv 
 

 

 

 

 

 

 

 

 

 

 

 

To my parents, 

 Shouhong and Chunmei, 

 and my girlfriend, 

 Noheli 

 

  



v 
 

 

ACKNOWLEDGEMENTS 

It has been a great honor for me to spend several years in the Department of Electrical and 

Computer Engineering at Temple University. Its members will always remain dear to me. 

First of all, I would like to express my sincere gratitude to my advisor, Dr. Li Bai, who not 

only picked me at the begging of my academic career but also guide me and support me 

through my Ph.D. career. I have greatly benefited from his wisdom and support over these 

past years. Besides, I would like to express my sincere gratitude to my co-advisor Dr. Ze 

Wang, who greatly influenced my academic career and leads me into the field of functional 

magnetic resonance imaging. His research guidance and support are invaluable to me. 

Special thanks to my Ph.D. committee members: Dr. Albert Kim, Dr. Xiaonan Lu and Dr. 

Bo Ji. They give me considerate suggestions to my final dissertation. I would also express 

my thanks to all my colleagues and lab mates: Dr. Lei Zhang, Dr. Qiangguo Ren, Dr. Ning 

Gong, Yiran Li, Hanlu Yang, Fang Yang and Dr. Yunfeng Hong who inspire me during 

my whole Ph.D. career.  

I want to thank Prof. Li Peng, Zhe Wang, Heguang Liu, Bingwei Zeng from Jiangnan 

University and Dr. Shizeng Wang and Dr. Jianwei Yang from Chinese Academy of 

Sciences, who lead me to the gate of research and inspire me to pursue Ph.D. career. Their 

friendship and assistance meant a lot to me. 

Finally, my deepest appreciation is dedicated to my parents Shouhong and Chunmei, and 

my girlfriend Noheli. Their love, support and encouragement have always been important 

to me. 



vi 
 

I would like to acknowledge the support offered by NIH/NIA grant: 1 R01 AG060054-

01A1 and the Temple University Dissertation Completion grant. 

  



vii 
 

TABLE OF CONTENT 

Page 

ABSTRACT ........................................................................................................................ ii  

ACKNOWLEDGEMENTS ................................................................................................ v 

LIST OF FIGURES ............................................................................................................ x 

LIST OF TABLES ........................................................................................................... xiv 

CHAPTER 

1 INTRODUCTION ........................................................................................................... 1 

1.1 Major Challenges .............................................................................................. 5 

1.2 Research Objectives .......................................................................................... 6 

1.2.1 A Learning-From-Noise Method for ASL Denoising And Prediction

..................................................................................................................... 6 

1.2.2 Dilated Wide Activation Network-based ASL Denoising ................. 7 

1.2.3 Prior-Guided and Slice-Wise Adaptive Outlier Cleaning For ASL... 7 

1.3 Contributions..................................................................................................... 8 

1.4 Organization of this Dissertation ...................................................................... 8 

2 BACKGROUND AND RELATED WORKS ............................................................... 10 

2.1 Functional MRI ............................................................................................... 10 

2.2 Deep Learning ................................................................................................. 13 

2.3 Related Works ................................................................................................. 18 

2.3.1 ASL Denoising................................................................................. 18 

2.3.2 Outlier Cleaning ............................................................................... 20 

3 A LEARNING-FROM-NOISE DEEP LEARNING METHOD FOR ARTERIAL 

SPIN LABELING MRI DENOISING AND PREDICTION ........................................... 21 

3.1 Introduction ..................................................................................................... 22 

3.2 Methods........................................................................................................... 23 



viii 
 

3.3 Application on ASL denoising........................................................................ 27 

3.3.1 Materials and Experiment Setup ...................................................... 28 

3.3.2 Experimental Results ....................................................................... 32 

3.4 Application on ASL perfusion prediction from BOLD fMRI ........................ 37 

3.4.1 Materials and Experiment Setup ...................................................... 39 

3.4.2 Experimental Results ....................................................................... 42 

3.5 Discussion and Conclusion ............................................................................. 45 

4 DENOISING ARTERIAL SPIN LABELING PERFUSION MRI WITH DILATED 

WIDE ACTIVATION NETWORK ................................................................................. 47 

4.1 Problem Formulation ...................................................................................... 47 

4.2 Materials and Methods .................................................................................... 48 

4.2.1 Network Architecture....................................................................... 48 

4.2.2 Image Acquisition and Preprocessing .............................................. 51 

4.2.3 Data Preparation and Model Training .............................................. 53 

4.2.4 Effects of Different Model Configurations ...................................... 54 

4.2.5 Evaluation Metrics ........................................................................... 54 

4.3. Experimental Results ..................................................................................... 56 

4.3.1 Results of ASLDN For Projecting meanCBF-10 to meanCBF-40 .. 56 

4.3.2 Effects of Different Noise Levels on the Model Trained with 

Meancbf-10_nsm ...................................................................................... 61 

4.3.3 Effects of Model Configurations, Residual Learning, and Loss 

Function .................................................................................................... 63 

4.4. Discussion and Conclusion ............................................................................ 66 

5 PRIOR-GUIDED SLICE-WISE ADAPTIVE OUTLIER CLEANING FOR 

ARTERIAL SPIN LABELING
 
PERFUSION MRI ......................................................... 69 

5.1 Introduction ..................................................................................................... 69 

5.2 Materials and Methods .................................................................................... 70 

5.2.1. Proposed Method ............................................................................ 70 

5.1.2 Image Acquisition ............................................................................ 73 

5.2 Experimental Results ...................................................................................... 74 

5.3 Discussion and Conclusion ............................................................................. 78 



ix 
 

6 CONCLUSION AND FUTURE WORK ...................................................................... 81 

6.1 Conclusion ...................................................................................................... 81 

6.2 Future Work .................................................................................................... 82 

BIBLIOGRAPHY ............................................................................................................. 84 

 

  



x 
 

LIST OF FIGURES 

Figure 1.1: A demonstration of (A) a single MRI scan; (B) a single BOLD fMRI scan; and 

(C) an CBF map generated from ASL MRI scan. They are obtained at the same axial slice 

from one representative subject. An MRI scan only shows anatomical structure information 

while BOLD fMRI and ASL CBF show the metabolic activity within the anatomical 

structure. MRI has higher spatial resolution but lower temporal resolution than BOLD 

fMRI and ASL MRI. ASL CBF offers quantitative measurement, in which the intensity of 

a voxel is in a physical unit of ml/100g/min. BOLD fMRI has higher spatial and temporal 

resolution than ASL MRI but is a relative measurement. ................................................... 3 

Figure 2.1: Illustration of hemodynamic process. When neurons are in resting states, the 

relative level of oxyhemoglobin is low in venules. When neurons are in a stimulated state, 

the vessel size, blood flow and the relative level of oxyhemoglobin in venules increases. 

HbO2 = oxyhemoglobin, dHb = deoxyhemoglobin. ......................................................... 11 

Figure 2.2: An example of the ASL acquisition process. In an ASL MRI scan, multiple 

pairs of label and control images were acquired. Perfusion-weighted image is obtained by 

pair-wise subtraction and is subsequently quantified to CBF map in a unit of ml/100 g/min. 

By averaging a series of CBF maps, moderate noises were removed in the mean CBF map.

........................................................................................................................................... 13 

Figure 2.3: An example of a convolution operation. ........................................................ 15 

Figure 2.4: The example of the pooling layer. .................................................................. 17 

Figure 3.1: An illustration of DL-based ASL denoising (ASLDN) and ASLDN-LFN. 

ASLDN using quasi-noise-free CBF images as training references whereas ASLDN-LFN 

only use noisy image pairs to train the DL model. ........................................................... 27 

Figure 3.2: Schematic illustration of the architecture of our proposed DWAN network. The 

first layer consists of 3×3×32 convolutional filters for the input image. Then the output of 

the first layer was fed to the both local pathway and global pathway. Each pathway contains 

4 consecutive wide activation residual blocks. Each wide activation residual block contains 

two convolutional layers (3×3×128 and 3×3x32) and one activation function layer.  The 

3×3×128 convolutional layers in the global pathway were dilated convolutional layers with 

a dilation rates of 2, 4, 8, 16, respectively. The output of the local pathway and global 

pathway were concatenated and fed to another 3×3×1 convolutional filter. The 3×3×1 

convolutional layer was attached to the end to get the predicted output image with 

additional input from the input image with 3×3×1 convolution. (a×b×c indicates the 

property of convolution. a×b is the kernel size of one filter and c is the number of the filters).

........................................................................................................................................... 30 

Figure 3.3: Mean CBF images of a representative subject. The rows from top to bottom are: 

A. mean CBF maps generated from 10 L/C pairs (input to ASLDN-LFN); B. mean CBF 

maps from all 40 L/C pairs with smoothing and outlier cleaning (pseudo-groundtruth); C. 



xi 
 

output of ASLDN; and D. output of ASLDN-LFN. Only 5 axial slices were shown in each 

row. ................................................................................................................................... 33 

Figure 3.4: The notched box plot of the SNR (left) and GM/WM contrast (right) from 60 

test subjects' CBF maps with different processing methods. ............................................ 34 

Figure 3.5: Correlation coefficient maps of ASLDN (top) and ASLDN-LFN (bottom). 

Only 5 axial slices were shown. Correlation coefficients less than 0.3 were thresholded to 

be 0. ................................................................................................................................... 35 

Figure 3.6: Mean CBF maps of a representative subject (Only 3 axial slices were shown). 

From left to right:  input to ASLDN-LFN (column A); pseudo gold standard (column B); 

outputs of ASLDN-LFN trained with L2 loss (column C); and outputs of ASLDN-LFN 

trained with L1 loss (column D) ....................................................................................... 36 

Figure 3.7: Illustration of dual-echo sequence and BOA-Net training process. ............... 40 

Figure 3.8: From top to bottom: BOLD fMRI and ASL CBF produced by different methods. 

From left to right: slice 7, 8, 9, 10, 11. ............................................................................. 43 

Figure 3.9: The notched box plot of the SNR (left) and correlation coefficient maps 

between genuine mean CBF and output of BOA-Net (right). Original_nsm and original_sm 

represent the genuine mean CBF maps from non-smoothed and smoothed ASL data. BOA-

Net_nsm and BOA-Net_sm represent mean CBF maps from outputs of BOA-Net_nsm and 

BOA-Net_sm. The correlation coefficient maps between genuine mean CBF and output of 

BOA-Net_sm is shown in the top row. The correlation coefficient maps between genuine 

mean CBF and output of BOA-Net_nsm is shown in the bottom row. Only 2 axial slices 

were shown. Correlation coefficients less than 0.3 were thresholded to be 0. ................. 43 

Figure 3.10: Two representative slices of the mean CBF maps produced by different 

processing methods. The three columns on the left side are mean CBF maps of outputs of 

U-Net_nsm, DilatedNet_nsm, and DWAN_nsm respectively. The three columns on the 

right side are mean CBF maps of outputs of U-Net_sm, DilatedNet_sm, and DWAN_sm.

........................................................................................................................................... 45 

Figure 4.1: Schematic illustration of a regular residual block (left) and a wide activation 

residual block (right). ........................................................................................................ 50 

Figure 4.2: Schematic illustration of a series of dilated convolutions. A series of dilation 

convolution supports exponential expansion of the receptive field without loss of resolution 

or coverage. On the left: a 3×3 convolution filter without dilation produce a receptive field 

of 3×3 as each element (blue dot) is a 1×1 convolution. On the middle: a 2-dilated 3×3 

convolution filter in the following convolution layer produce a receptive field of 7×7 as 

each element (blue dot) is a result of a 3×3 convolution from the previous layer. On the 

right, a 4-dilated 3×3 convolution filter in the next convolution layer produce a receptive 

field of 15×15 as each element (blue dot) is a result of a 7×7 convolution from the previous 

layer. The size of convolution filter (3×3) in each layer is identical but the receptive field 

grows exponentially. ......................................................................................................... 50 



xii 
 

Figure 4.3: Schematic illustration of the architecture of our proposed DWAN network. The 

first layer consists of 3×3×32 convolutional filters for the input image. Then the output of 

the first layer was fed to both local pathway and global pathway. Each pathway contains 4 

consecutive wide activation residual blocks. Each wide activation residual block contains 

two convolutional layers (3×3×128 and 3×3×32) and one activation function layer.  The 

3×3×128 convolutional layers in the global pathway were dilated convolutional layers with 

a dilation rate of 2, 4, 8, 16, respectively. The output of the local pathway and global 

pathway were concatenated and fed to another 3×3×1 convolutional filter. The 3×3×1 

convolutional layer was attached to the end to get the predicted output image with 

additional input from the input image with 3×3×1 convolution. (a×b×c indicates the 

property of convolution. a×b is the kernel size of one filter and c is the number of the filters).

........................................................................................................................................... 52 

Figure 4.4: Mean CBF images (only 5 axial slices were shown) from a representative 

subject with different processing methods. From top to bottom: meanCBF-10_nsm as input, 

the output of U-Net_sm, the output of DilatedNet_sm, the output of proposed DWAN_sm 

and the surrogate GT (meanCBF-40_sm) as training reference. Image display window was 

0-200 ml/100g/min............................................................................................................ 57 

Figure 4.5: CBF image profiles are taken from the 50th row (marked as red line) of the 

54th axial slice from one representative subject. .............................................................. 58 

Figure 4.6: Bland-Altman plots of different methods obtained in the GM area from one 

representative subject. Y-axis shows the differences in CBF values between the surrogate 

GT and the compared method and X-axis shows the mean CBF values of the two. The unit 

for x and y axes are in ml/100g/min. Solid grey lines indicate mean difference. Dashed red 

lines at top and bottom correspond to upper and lower margins of 95% limits of agreement. 

blue solid lines are linear regression lines. ....................................................................... 58 

Figure 4.7: Comparison of Radiologic score between different methods over 60 subjectsô 

CBF maps. Radiologic scores are displayed in four different colors. The vertical axis 

indicates the number of subjects of each radiologic score. ............................................... 60 

Figure 4.8: ASL CBF images with meanCBF-10_nsm as input. From top to bottom: the 

input (meanCBF-10_nsm), the output of DWAN_nsm, the surrogate GT (meanCBF-

40_sm) for comparison and the training reference (meanCBF-40_nsm). The image display 

window was 0-200 ml/100g/min. ..................................................................................... 61 

Figure 4.9: The same slice of a representative subjectôs mean CBF images (only 1 axial 

slice was shown) processed using the same DWAN_sm or DWAN_nsm model trained with 

the (meanCBF-10_nsm, meanCBF-40_sm) or (meanCBF-10_nsm, meanCBF-40_nsm) 

image pairs, respectively.  A) input images to the model, B) output images of DWAN_sm 

for the input shown in A, C) output images of DWAN_nsm for the input shown in A. The 

input to the model is meanCBF-10_nsm, meanCBF-15_nsm, meanCBF-20_nsm, 

meanCBF-25_nsm and meanCBF-30_nsm from the leftmost column to the rightmost 

column............................................................................................................................... 62 



xiii 
 

Figure 4.10: PSNR and SSIM of U-Net_sm, U-Net_nsm, DilatedNet_sm, DilatedNet_nsm, 

DWAN_sm and DWAN_nsm over different mean CBF test datasets. ............................ 63 

Figure 4.11: Top: performance of DWAN with a different number of wide activation 

residual blocks. The number in the suffix of the model represents the number of wide 

activation residual blocks in each pathway. Bottom: performance of DWAN with and 

without residual learning. DWAN_NoRes has the same architecture as DWAN except 

residual learning. ............................................................................................................... 64 

Figure 4.12: Left, training and validation loss of DWAN_sm. Right, training and validation 

loss of DWAN_nsm. ......................................................................................................... 66 

Figure 5.1: Flowchart of the prior-guided AOC algorithm. pmCBF means pseudo mean 

CBF map; SL means the maximum number of slices; slnei means the neighboring slices 

around the current slice sl; ɓ is an empirically defined constant; CC means correlation 

coefficient; corr means correlation; WM/GM means white matter/grey matter; std means 

standard deviation. ............................................................................................................ 72 

Figure 5.2: ASL CBF maps of a representative subject processed with different methods: 

A) NAOC, B) SCORE, C) PAOC, D) PAOCSL. Image display window was 0-60 

ml/100g/min. Green ovals mark the places with improved CBF image contrasts in 

PAOCSL. .......................................................................................................................... 74 

Figure 5.3: Boxplots of SNR of different outlier cleaning approaches. Red bar indicates 

median of the SNR of all subjects (n=19). PAOCSL showed significantly higher SNR than 

other methods (p<0.005 for all possible two-sample t-tests). ........................................... 75 

Figure 5.4: Number of outlier slices removed at different timepoint for one representative 

subject from the ADNI database ....................................................................................... 76 

Figure 5.5: ICC maps of CBF maps obtained with different methods: A) no AOC, B) 

SCORE, C) PAOC, D) PAOCSL. The threshold was 0.5 and the colorbar indicates the 

display window of ICC. Red oval and red box indicate places with higher CBF 

measurement test-retest stability after applying PAOCSL. .............................................. 77 

Figure 5.6: 3D ASL CBF maps of a young healthy subject processed with: A) NAOC, B) 

SCORE, C) PAOC, D) PAOCSL. Image display window was 0-80 ml/100g/min. Green 

ovals mark the places with improved CBF image contrasts in PAOCSL in terms of better 

image homogeneity and less signal loss in inferior frontal regions. ................................. 78 

 

  



xiv 
 

 

LIST OF TABLES 

Table 3.1: The average PSNR and SSIM of mean CBF maps produced by different CNN 

architectures in different training schemes. ...................................................................... 35 

Table 3.2: The average PSNR and SSIM from different CNN architectures used in BOA-

Net_sm and BOA-Net_nsm .............................................................................................. 44 

Table 4.1: The average PSNR and SSIM over 60 test subjects. All the models were trained 

with meanCBF-40_sm as reference images. ..................................................................... 59 

Table 4.2: The average PSNR and SSIM over 60 test subjects. All the models were trained 

with meanCBF-40_nsm as reference images. ................................................................... 59 

Table 4.3: The average MAE and CCC over 60 test subjects. ......................................... 60 

Table 4.4: The PSNR of DWAN with different expansion rate E and different number of 

input filters M. N/A = Not Applicable due to the total number of filters E*M exceeding the 

limitation of GPU memory and causing unstable training of DWAN. ............................. 65 



1 
 

 

CHAPTER 1  

INTRODUCTION  

 

Analysis of human brain activity has drawn enormous attention from both clinical and 

scientific research. Many technologies have been invented to analyze brain activities, 

including electroencephalogram (EEG), positron emission tomography (PET), and 

functional Magnetic Resonance Imaging (fMRI). With the help of these technologies, brain 

activity can be detected and analyzed based on different signal processing techniques: EEG 

monitors brain activity by measuring voltage changes from ionic current produced by 

neurons inside the brain. EEG has the highest temporal resolution, but the lowest spatial 

resolution compared with other methods. It is difficult for EEG to locate the signal source 

as it can only measure electrical activity at the surface of the brain, while not able to locate 

the signal inside the brain. Positron-emission tomography (PET) measures brain activity 

by detecting high radioactivity areas of the brain using a radioactive tracer. PET has higher 

spatial resolution than EEG, but it requires a radioactive tracer to measure CBF, which can 

cause safety concerns to healthy subjects. Functional Magnetic Resonance Imaging (fMRI) 

detects brain activity by measuring cerebral blood flow (CBF) or metabolism using strong 

magnetic field and radiofrequency pulses. FMRI is safe, non-invasive, and offers the 

highest spatial resolution compared to other technologies. Since the invention of fMRI, it 

has become one of the most popular tools in human brain mapping research [1] [2]. Table 

1.1 shows a summary of the spatial and temporal resolution of each technology. 
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Table 1.1. the summary of the spatial and temporal resolution of EEG, PET and fMRI. 

Technology EEG PET fMRI 

Temporal Resolution 10-3 to 1 sec 0.37 to 5 sec  1 to 3 sec 

Spatial Resolution 1-5 cm 0.5 to 7.5 cm 3 to 5 mm 

 

FMRI is simply MRI scanning that reflects tissue function rather than tissue 

structure. The signal induced by tissue function can be attributed to metabolism or blood 

flow. Typically, such a signal is only a few percent of overall signal intensity.  Acquiring 

such a signal reliably in high resolution and a short amount of time is the major goal of 

current fMRI techniques. Currently, there are two type of fMRI techniques: (1) Blood-

Oxygenation-Level-Dependent (BOLD) fMRI [1] and (2) Arterial Spin Labeling (ASL) 

perfusion MRI [2]. BOLD fMRI offers higher spatial and temporal resolution than ASL 

perfusion MRI but is only a relative measurement and fluctuates artifactually over space 

and time. Different anatomical parameters (e.g. vessel size and orientation), physiological 

parameters (e.g. oxygenation level and blood volume), and magnetic resonance-related 

parameters (e.g. magnetic field and echo time) can affect BOLD signals [3]. Thus, BOLD 

signal is not comparable across different brain regions and subjects, let alone between 

healthy subjects and patients. Besides, it is also not suitable for longitudinal studies due to 

large variations of BOLD signal changes.  The most common practice for BOLD fMRI 

study is to compare BOLD signals across different tasks in the same brain regions. 
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(A) (B) 

(C) 

 

Figure 1.1: A demonstration of (A) a single MRI scan; (B) a single BOLD fMRI scan; and 

(C) an CBF map generated from ASL MRI scan. They are obtained at the same axial slice 

from one representative subject. An MRI scan only shows anatomical structure information 

while BOLD fMRI and ASL CBF show the metabolic activity within the anatomical 

structure. MRI has higher spatial resolution but lower temporal resolution than BOLD 

fMRI and ASL MRI. ASL CBF offers quantitative measurement, in which the intensity of 

a voxel is in a physical unit of ml/100g/min. BOLD fMRI has higher spatial and temporal 

resolution than ASL MRI but is a relative measurement. 

In contrast, the disadvantages of BOLD fMRI can be overcome using ASL 

perfusion MRI techniques. ASL perfusion MRI can quantitatively measure the Cerebral 

Blood Flow (CBF) in a physical unit of ml/100g/min. The quantitative nature of ASL MRI 

makes it independent to imaging parameters and magnetic field. Therefore, ASL perfusion 

fMRI is very useful for cross-sectional and longitudinal studies [4] [5]. In addition, ASL 

MRI measures signals from the capillary bed, which is potentially more accurate for 

localizing brain functional activation than BOLD fMRI as BOLD signal is mainly 

contributed by oxygen level change in venous vessels rather than the neural activation site 

[4] [5]. Despite its advantages, ASL perfusion MRI is less popular because it has lower 
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signal-to-noise ratio (SNR), poorer temporal resolution and is more difficult to implement 

than BOLD fMRI [4]. Among the limitations of ASL perfusion MRI, the low SNR is the 

most critical one. In order to improve the SNR and get reliable perfusion measurements, 

repeated ASL scans are required. By averaging numerous repeated ASL scans, noises are 

suppressed, and signals are enhanced. However, repeated ASL scans result in impractical 

long scanning time and increased susceptibility to motion artifacts [6] [7]. 

To improve the SNR and reduce the number of repeated ASL scans, a number of 

post-processing methods have been proposed, including ASL MRI specific motion 

correction [8], physiological noise correction [9], and spatial noise reduction [10] [11] [12]. 

Advanced methods have also been published to suppress non-local noise [13] and spatio-

temporal noise [14] [6] [15] [16]. Though these methods improved SNR of ASL MRI, they 

are based on either implicit or explicit models about the data, which may not be accurate 

and may change across subjects. 

Machine learning, especially one of its branches, Deep Learning (DL), is now 

dominating nearly every field it has reached such as image classification, computer vision, 

auditory processing, information generation, and translational research [21,29,30,35,36]. 

Deep learning is an emerging machine learning technique that can learn a transform 

function from acquired data without using any explicit hypothesis about that function. Such 

flexibility is particularly beneficial for ASL perfusion MRI signal processing. Encouraged 

by the outstanding performance as listed above, machine learning and deep learning have 

been introduced into ASL signal processing, including adaptive outlier cleaning [17] [18] 

[19] [20], ASL denoising [21] [22] [23], and ASL quantification [15]. However, current 
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machine learning-based ASL signal processing has several limitations that are discussed in 

the next section. 

1.1 Major Challenges 

One major limit for DL-based ASL denoising is that there is no noise-free groundtruth 

image as training reference. When training a Deep Learning Neural Network (DLNN) for 

image denoising, noise-free images were required as reference images for training. There 

are abundant noise-free images in natural image denoising domain, but for ASL MRI, no 

noise-free images can be obtained as ASL MRI scans have intrinsically low SNR. By 

averaging of repeated ASL MRI scans and deliberate post-processing, quasi-noise-free 

reference can be obtained for training. However, quasi-noise-free reference is still of low 

SNR and may affect the performance of trained DLNN, as it may introduce artifacts during 

training. Besides, obtaining quasi-noise-free reference is time-consuming and reduces the 

number of available training samples significantly. 

In addition, current network architectures for DL-based ASL MRI denoising 

methods, such as residual network [22] and Dilated Network [21], were not optimized for 

image denoising. These networks were originally proposed for high-level vision tasks such 

as image segmentation and classification [24] [25] [26]. Applying these architectures 

directly to low-level vision tasks such as denoising and super-resolution can be suboptimal 

[27] [28]. Furthermore, current studies [22] [21] are only trained on the limited size of in 

vivo dataset with limited validation. The fidelity and generalization ability of DL-based 

ASL denoising on in vivo dataset is yet examined thoroughly.  

One of the other challenges in ASL perfusion MRI signal processing is in ASL 

adaptive outlier cleaning. During the pairwise subtraction process to extract CBF map from 
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ASL MRI scan, extreme outliers may be introduced due to low signal-to-noise-ratio (SNR) 

and unavoidable head motions. Thus, removing outliers is a very important step in the post-

processing pipeline for ASL MRI. Current state-of-art Adaptive outlier cleaning (AOC) 

methods [18] has two issues: one is that current AOC methods discard whole outlier 

volumes (3D images) without considering whether they contain non-outlier slices (2D 

images) or not. Discarding the entire volume reduces the sample size and the SNR for non-

outlier voxels. The other is that current AOC methods did not consider prior information 

(such as anatomical structure information) about CBF distribution.  

1.2 Research Objectives 

The main focus of this dissertation was to develop machine learning-based methods to 

overcome the major challenges mentioned in section 1.1, improving SNR of ASL MRI and 

reducing ASL MRI acquisition time. We proposed three methods to address these 

challenges, respectively. First, we proposed a learning-from-noise method to address the 

lack of noise-free reference images problem. Second, we proposed a novel deep learning 

neural network that is optimized for ASL image denoising. Third, a prior-guided adaptive 

outlier cleaning algorithm was proposed for ASL MRI post-processing. In what follows, 

we give a brief overview of these proposed methods. 

1.2.1 A Learning-From-Noise Method for ASL Denoising And Prediction 

In Chapter 3, a learning-from-noise method is proposed to show that DL-based ASL 

denoising (ASLDN) models can be trained using only noisy image pairs. The proposed 

method does not require any quasi-noise-free reference during the training process. We 

dub this new method as ASLDN-LFN (learning-from-noise). This method can be applied 
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to denoising ASL images directly. Experimental results show that ASLDN-LFN can 

reliably denoise ASL images and achieve improved SNR than ASLDN. Moreover, by 

using ASLDN-LFN, more training data can be generated as it requires less ASL MRI scans 

to generate reference mean ASL CBF maps, which is particularly useful when ASL CBF 

data are limited.  

In addition, ASLDN-LFN can also be applied to predict ASL CBF maps directly 

from BOLD fMRI. BOLD fMRI offers higher spatial and temporal resolution than ASL 

MRI while ASL MRI offers quantitative measurement. It would be ideal if we can extract 

quantitative ASL CBF maps and obtain high SNR and temporal resolution from BOLD 

fMRI. However, predicting ASL CBF is a challenging task as a single ASL CBF image 

has very low SNR, which makes it unsuitable to be used as a training reference. ASLDN-

LFN shows it is feasible to use a DL model to achieve this goal as the training process of 

DL model converge to mean or median of ASL CBF maps. 

1.2.2 Dilated Wide Activation Network-based ASL Denoising 

In chapter 4, we proposed a novel DL model that optimized for ASL denoising. Our 

proposed method presents two novelties. first, we incorporated wide activation residual 

blocks [28] with a Dilated Convolution Neural Network (DilatedNet) [25] to achieve 

improved denoising performance in term of several quantitative and qualitative 

measurements; second, we evaluated our proposed model given different inputs and 

references to show that ASLDN denoising model can be generalized to input with different 

levels of SNR and yielded images with better quality than other methods. 

1.2.3 Prior-Guided and Slice-Wise Adaptive Outlier Cleaning For ASL 
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In chapter 5, a prior-guided and slice-wise AOC method was proposed to address the 

limitations of current AOC methods. First, we adopt anatomical structure information as 

prior information and use it to guide the outliers cleaning method in early iterations. 

Second, we reject outliers slice-wise instead of volume-wise, which saves non-outlier slices 

from the outlier volume and improves the SNR for non-outlier voxels. Compared with 

current outlier cleaning methods, the proposed method showed both improved CBF 

quantification quality and CBF measurement stability. 

1.3 Contributions 

Contributions have been made in the following aspects: 

¶ This is the first known attempt to use the learning-from-noise method for DL-based 

ASL denoising and prediction, which does not require any noise-free reference 

images, improving SNR and increasing training data samples.  

¶ This is the first study to extract quantitative CBF from BOLD fMRI using deep 

learning, improving the SNR and temporal resolution of ASL CBF. 

¶ A new CNN architecture that is optimized for image denoising was developed. The 

method achieves better ASL image quality than current DL-based ASL denoising 

and reduces ASL acquisition time by 75%. We tested generalizability of our model 

on a large in vivo dataset with different input noise levels. 

¶ A prior-guided and slice-wise adaptive outlier cleaning method was proposed to 

improve CBF quantification quality. 

1.4 Organization of this Dissertation 
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The rest of this dissertation is organized as follows: chapter 2 introduces the necessary 

background of fMRI and deep learning and reviewes related works in machine learning-

based ASL signal processing. The proposed learning-from-noise ASL signal processing 

method and its applications are described in Chapter 3. Chapter 4 presents a new DL model 

that is optimized for ASL denoising and extensive validation on large in vivo dataset. A 

prior-guided slice-wise adaptive outlier cleaning method is proposed in Chapter 5. 

Conclusions and future works are discussed in Chapter 6. 
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CHAPTER 2  

BACKGROUND AND RELATED WORKS  

 

In this chapter, a brief overview of fMRI and deep learning is provided. In addition, we 

review related works in ASL MRI signal processing. 

2.1 Functional MRI 

Both MRI and fMRI are primarily measuring signals from protons (H) on water molecules 

(H2O). Due to different imaging techniques and parameters, MRI shows the anatomical 

structure while functional MRI (fMRI) shows the tissue function. FMRI signal in each 

voxel is an accumulation of signals from extravascular tissue, intravascular arterial blood, 

intravascular venous blood, and cerebrospinal fluid. Their relative contributions to the 

fMRI signal are weighted by different imaging techniques and parameters. Typically, the 

BOLD signal is 0.5 - 5% of the total signal intensity while the ASL perfusion signal is 

about one percent of the total signal intensity [4] [5][16].  

FMRI detects tissue function using either Blood-oxygenation-level-dependent 

(BOLD) contrast or Arterial Spin Labeling (ASL) perfusion contrast. The BOLD fMRI 

was first invented by Seiji Ogawa et al. [1] in 1990. This technique detects tissue function 

activation by measuring the oxygenation level in venules [29], i.e., the relative level of 

oxyhemoglobin and deoxyhemoglobin in venules (As illustrated in Figure 2.1). When 

neurons are in resting states, the relative level of oxyhemoglobin is low in venules. When 

neurons are in stimulated states, the relative level of oxyhemoglobin in venules increases. 

The difference in magnetic properties of oxyhemoglobin and deoxyhemoglobin can be 

detected by BOLD fMRI, producing an effective map of active and inactive areas of a brain. 
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BOLD fMRI has higher spatiotemporal resolution and is easier to implement, making it a 

more popular fMRI technique than ASL perfusion MRI [4]. However, BOLD fMRI is only 

a relative measurement as it is sensitive to physiological parameters, anatomical parameters, 

and magnetic resonance-related parameters, which might not be suitable for cross-sectional 

study or longitudinal study. Besides, there is also a concern about BOLD fMRI localization 

accuracy. The goal of fMRI is to measure intravascular signals from capillary beds as 

capillary beds are close to neuronal activation sites. But BOLD signals are mainly from 

venules, which might affect localization accuracy.   

 

Figure 2.1: Illustration of hemodynamic process. When neurons are in resting states, the 

relative level of oxyhemoglobin is low in venules. When neurons are in a stimulated state, 

the vessel size, blood flow and the relative level of oxyhemoglobin in venules increases. 

HbO2 = oxyhemoglobin, dHb = deoxyhemoglobin. 

 

Arterial spin labeling (ASL) measures cerebral blood flow (CBF) quantitatively by 

magnetically labeling blood water as it flows throughout the brain [2] [30].  ASL CBF is a 

quantitative measurement that has a physical meaning, which is defined as an amount of 

blood moving into capillaries within 100g tissue per minute (unit ml /100 g / min]). Based 
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on the hemodynamic response, when the neural activity in certain areas increases, the CBF 

in that area increases. Thus, a change in CBF is a good indicator of neural activity. 

The process of ASL perfusion MRI scan is as follows: (1) arterial blood water is 

labeled with radiofrequency (RF) pulses in locations proximal to the tissue of interest; (2) 

a spin labeled image is acquired after the labeled blood water reaches the imaging place 

and perfuse into brain tissue. It not only has CBF perfusion-weighted signal but also 

background tissue signals; (3) To remove the background tissue signal, a control image 

without perfusion-weighted signal is also acquired using the same ASL technique but 

without labeling of flowing blood; (4) A perfusion-weighted image is subsequently 

determined by pair-wise subtraction of the spin labeled image (the label image or L image) 

and the spin untagged image (the control image or C image); (5) then, the perfusion-

weighted image is converted into the quantitative CBF map in a unit of ml/100 g/min [7].  

Limited by the longitudinal relaxation rate (T1) of blood water, labeling efficiency, 

and the post-labeling delay, the labeled blood signal is about one percent of total signal 

intensity, resulting in a very low SNR [31]. Thus, many pairs of L/C images are often 

acquired to improve the SNR of the mean perfusion map (as illustrated in Figure 2.2). 

Because the total scan time is often around 3-5 mins, only 10-50 L/C pairs can be acquired, 

resulting in a modest SNR improvement by averaging across the limited number of 

measurements. It should be noted that even for the best research subjects, head motion will 

occur during the scan (e.g. due to swallowing) [3].  Head motion will significantly affect 

the pair-wise subtraction results, introducing excess outliers and noises to ASL CBF. Thus, 

shorter scanning time is preferred. 
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Figure 2.2: An example of the ASL acquisition process. In an ASL MRI scan, multiple 

pairs of label and control images were acquired. Perfusion-weighted image is obtained by 

pair-wise subtraction and is subsequently quantified to CBF map in a unit of ml/100 g/min. 

By averaging a series of CBF maps, moderate noises were removed in the mean CBF map. 

2.2 Deep Learning 

Deep learning (DL) is a subtype of machine learning (ML) algorithms [32] which has made 

widespread impact on nearly every research field it has been applied (from image 

classification [33] [34], video recognition [35] [36] [37], voice recognition/generation [38] 

[39] [40] [41], medical image processing [42] [43] [44], to AlphaGo [45], AlphaGo Zero 

[46], etc.). The concept of DL can be traced back to the early 1980s [47], but only became 

practical until the advent of fast general-purpose graphics processors in the late 2000s [33] 

[48]. DL is now dominating nearly every field it has reached such as classification, 

computer vision, auditory processing, information generation, and translational research 

[34]  [42]  [43]  [49]  [50] [51]. Using hierarchical multiple layers (deep) of ñneuronsò (the 
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processing units) with a greedy layer-wise training, DL can reliably learn any nonlinear 

function from the sampled data [49] [52] [9] [32]. Encouraged by the outstanding 

performance as listed above, DL has been introduced into many medical imaging 

processing fields, including image segmentation [43] [42], image reconstructions [53] [54], 

image synthesis [55] [56] [57] [58], etc.  

The most popular DL based denoising approach is based on convolutional neural 

networks (CNNs) [34]. CNNs learn a hierarchy of features by a series of convolution, 

feature pooling, and non-linear activation operations, presenting high flexibility and 

capability for learning distributions or manifold of images [59]. CNN achieves tremendous 

success in both high-level computer vision tasks such as image classification [34] [36], 

object detection [26] and low-level computer vision tasks such as image denoising and 

image super-resolution [28]. A typical CNN for high-level computer vision tasks contains 

four types of layers: convolution layers, activation layer, sub-sampling layers, and fully 

connected layers. Convolution layers are used to extract features while the activation layer 

provides non-linearity to the network. Sub-sampling layers are used to reduce the size of 

the input and extract dominant features. Fully connected layers are used for high-level 

reasoning, which is necessary for classification tasks. An introduction to each type of layer 

is provided in the following paragraphs. 
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Figure 2.3: An example of a convolution operation. 

Convolution Layer: The convolution layer takes the convolution of the input 

image with the convolution kernel and generates the output. As Figure 2.3 shows, in the 

convolution layer, the top left matrix is the input matrix, which can be regarded as pixel 

values of a digital image, and the top right matrix is a convolution kernel. The convolution 

kernel is called filter and the output is called filter response or feature map. Each time a 

block of pixels is convolved with a filter and generates value in the filter response.  

Convolution kernels are learnable weights that are updated by the backpropagation 

algorithm during training. 

Activation Layer:  the output of the convolution layer is further processed by the 

activation layer, which provides nonlinearity to the neural network. The activation function 

in the activation layer can be sigmoid, hyperbolic tangent (tanh), and Rectified Linear Unit 

(ReLU), etc. The Sigmoid function is defined as ÆØ , which bounds the output to 

(-1,1). Tanh is a variation of the sigmoid function. Sigmoid and tanh have two 

disadvantages when used as activation functions: 1) they both have exponential operations 

which is of high computational complexity 2) gradients of these functions tend to zero after 
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many layers of backpropagation, introducing vanishing gradient problems. These 

disadvantages make training a neural network difficult.  

Rectified Linear Unit (ReLU) is an activation function that was proposed to 

overcome the disadvantages mentioned above. ReLU is formulated as Æὼ  ÍÁØπȟὼ. 

It has very low computational complexity while provides nonlinearity to a neural network. 

Besides, the gradient of ReLU is also non-trival when the input x is larger than zero. Thus, 

ReLU not only provides nonlinearity and low computational complexity to a neural 

network but also eliminates vanishing gradient problems. It has become the most common 

activation function used in current CNN architectures. 

One problem of ReLU is that the gradient will become zero when the input x is 

smaller than zero, which cannot be updated by back-propagation. This is the so-called dead 

ReLU problem. To solve this problem, variations of ReLU, such as Leaky ReLU and 

Parametric ReLU (PReLU) [60], were proposed. Leaky ReLU is defined as Æὼ

 ÍÁØ‌ὼȟὼ, where ɻ is a small constant value (typically 0.01). PReLU is also formulated 

as Æὼ  ÍÁØ‌ὼȟὼ , while ‌ is a parameter updated by back-propagation. These 

variations allow a small gradient when input x negative, prevent dead ReLU problem. 
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Figure 2.4: The example of the pooling layer. 

Pooling layer: The pooling layer, or sub-sampling layer, is an important layer to a 

convolutional neural network.  The most used method for the pooling layer in image 

processing tasks is max-pooling. The max-pooling method is shown in Figure 2.4. The 

image is divided into blocks and the maximum value of each block is the corresponding 

pixel value of the output image. The reason to use the pooling layer is as follows: First, the 

pooling layer decreases the input matrix size, which reduces the computational power for 

processing the data. Second, a pooling layer extracts dominant features, making CNN 

invariant to small translation and rotation among the input pattern. 

Fully Connected Layer:  When a CNN is trained for high-level vision tasks such 

as image classification or object detection, fully connected layers are stacked after 

convolution layers and pooling layers for high-level reasoning. Fully connected layers 

make the neural network fed forward into vectors with a predefined length. By doing so, 

we could fit the vector into certain categories for classification tasks or take it as a 

representation vector for further processing. A fully connected layer has connections to all 

activations in the previous layer. Each of their outputs is defined as Ú  ◌ ● ὦȟ where 

● is the input vector, ὦ the is bias term, and ◌  is the learnable weight vector corresponding 

to Ὦ-th neuron and is updated by backpropagation.  

Up-sampling layer: The up-sampling layer is often used to recover resolution from 

max-pooling and other image down-sampling layers. The up-sampling layer is also used 

for image super-resolution tasks to improve the resolution of input images. The most 

common up-sampling layers are the deconvolution layer and sub-pixel convolution layers. 
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Deconvolution, or transposed convolution, can be regarded as a product between each input 

pixel and a filter element-wisely with stride r and add up the resulting output windows.  

Batch Normalization: Batch Normalization (BN) [61] is a strategy to accelerate 

the training process and improve the training accuracy. BN was designed to prevent 

internal covariance shift due to mini-batch stochastic gradient descent (SGD) which 

changes the distributions of internal non-linearity inputs during training. BN is motivated 

by the fact that data whitening process improves performance. First, BN normalizes the 

output of the previous layer (Conv or ReLU) with zero mean and unit variance within a 

batch of training images; Second, BN optimally shifts and scales these normalized 

activations. 

2.3 Related Works 

In this section, current machine learning-based ASL denoising methods are reviewed in 

section 2.3.1. and related outlier cleaning methods are reviewed in section 2.3.2. 

2.3.1 ASL Denoising 

Advanced methods have also been published to suppress non-local noise [13] and spatio-

temporal noise [14] [6] [15] [16]. Zhu et al. [49] used Robust principal component analysis 

to denoise the ASL CBF maps. The CBF images series were decomposed into two parts: a 

low-rank component which captures perfusion patterns; and a sparse component which 

captures spatially incoherent spiky variations. The sparse component was regarded as noise 

and was subsequently discarded. Wang [15] proposed to use Support Vector Machine 

(SVM) to suppress spatiotemporal noise during the CBF quantification process (dubbed as 

SVMASLQ). SVM was used to separate the label and control images of ASL MRI and 
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then the perfusion-weighted image was subsequently extracted from the multivariate SVM 

classifier.  Zhu et al. [16] further improved SVMASLQ by using a patch-wise classification 

kernel to separate local signal and noise variations. Image patches centered at each voxel 

were extracted from both the labeled images and controlled images, and then input into 

SVMASLQ to find the surrogate perfusion map. Though these methods improved SNR of 

ASL MRI, they are based on either implicit or explicit models about the data, which may 

not be accurate and may change across subjects. 

By contrast, DL-based denoising methods learn the denoising model directly from the 

noise-contaminated data. One journal paper [21], one conference paper [22], and a 

conference abstract [23] have been published in ASL denoising using DL. Kim et al. [21] 

published the first paper on this research topic. Their denoising CNNs consist of two 

parallel pathways to integrate the multiscale contextual information. As an initial study, 

the model was trained with a small dataset and the CNN architecture adapted therein was 

originally designed for image segmentation [62] [63], which may not be optimal for 

denoising. Ulas et al. [22] trained a deep learning model with a customized loss function 

based on the Buxton Kinectic model [64], but with a simple CNN architecture. Gong et al. 

[23] proposed a technique first using a multi-lateral guided filter to post-process input data, 

generating denoised ASL with different smoothing levels. Then they combined a stack of 

multi-contrast images as input to train a deep learning network for final CBF denoising. 

However, the multi-lateral filter is a local filter that cannot incorporate global information 

for denoising. Generating a stack of multi-contrast images could be time-consuming. While 

encouraging, these studies were all based on small sample sizes and used a standard CNN 

not specifically optimized for denoising. 
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2.3.2 Outlier Cleaning 

A series of ASL images are usually obtained to generate the mean perfusion map so that 

final CBF quantification can have higher SNR. However, a small number of outlier images 

can significantly affect the mean CBF map, causing signal loss or hyper-intensity areas. 

Various outlier cleaning methods have been proposed to identify and remove outliers. 

Wang et at. [65] identify outliers based on amplitude and successive differences of head 

motions as well as the mean and standard deviation of the whole brain CBF time series. 

Tan et al. [66] used the mean and standard deviation of each CBF volume to determine 

outlier volumes. Want et al. [17] proposed an adaptive outlier cleaning algorithm (AOC) 

based on the correlation between grey matter and CBF. Maumet et al. [67] estimated 

perfusion-weighted maps using Huberôs M-estimator that is robust to outliers.  A common 

issue of these methods is that the reference CBF map used for identifying outliers is the 

intermediate mean of the remaining CBF images, which may be initially contaminated by 

the outliers and will favor outliers and reject non-outliers. Another issue is that they discard 

the entire outlier volume even if the volume contains slices that are non-outlier. A third 

concern is that the rejection criterion is purely distance (or correlation) based. The method 

by Tan et al. [66] can reject outlier slices but the method is still subject to other concerns 

as listed above. Dolui et al. [18] improved AOC based on an empirical assumption of high 

correlations between outliers and the reference mean, but left the volume-wise rejection 

issue alone.  
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CHAPTER 3  

A LEARNING -FROM-NOISE DEEP LEARNING METHOD FOR 

ARTERIAL SPIN LABELING MRI DENOISING AND PREDICTION  

 

One major limit for DL-based ASL denoising is that there are no noise-free groundtruth 

images as training references. When training a DL model for image denoising, noise-free 

images were required as reference images for training. There are abundant noise-free 

images in the natural image denoising domain, but there is no noise-free image that can be 

obtained for ASL MRI as ASL scans have intrinsically low SNR. By averaging of repeated 

ASL scans and deliberate post-processing, quasi-noise-free reference can be obtained for 

training. However, quasi-noise-free reference is still of low SNR and may affect the 

performance of trained DL model, as it may introduce artifacts during the signal averaging 

and post-processing steps. Besides, obtaining quasi-noise-free reference is time-consuming 

and reduces the number of available training samples significantly. 

In this chapter, a learning-from-noise method is proposed for DL-based ASL signal 

processing (dubbed as ASLDN-LFN). The proposed learning-from-noise method shows 

that DL-based ASL denoising models can be trained using only noisy image pairs, without 

any deliberate post-processing for getting the quasi-noise-free reference during the training 

process. Specifically, we show that this learning-from-noise training process converges 

exactly with the signal averaging process of ASL CBF maps. In other words, it is not 

necessary to have a noise-free reference for ASLDN-LFN.  By using this method, we can 

skip the step of obtaining quasi-noise-free reference and obtaining equal or even better 

performance than ASLDN. Moreover, more training data can be generated as ASLDN-
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LFN does not need extra samples to generate quasi-noise-free reference, which is 

particularly useful when ASL CBF data are limited. 

Besides, this learning-from-noise method can also be applied to DL-based ASL 

CBF prediction from BOLD fMRI. ASL is quantitative, insensitive to low-frequency drift 

but has lower signal-to-noise-ratio (SNR) and lower temporal resolution than BOLD. 

Currently, there still lacks a way to fuse the benefits provided by both, i.e., to quantify 

cerebral blood flow (CBF) like ASL MRI but with high SNR as in BOLD fMRI. The main 

challenge for using DL-based methods to predict ASL CBF from BOLD fMRI is that the 

CBF from a single scan of ASL MRI is too noisy to be used as a reference in this BOLD-

to-ASL prediction. However, our learning-from-noise method shows that it is possible to 

achieve BOLD-to-ASL prediction using extremely noisy ASL CBF maps as training 

references. Experimental results demonstrated that this learning-from-noise method can 

reliably predict ASL CBF from BOLD fMRI.  

3.1 Introduction 

DL-based denoising methods typically use an end-to-end training scheme to train the DL 

model. A noisy image that we want to denoise is fed to the input end and the desired noise-

free image is fed to the output end as the training reference. By using stochastic gradient-

based optimization [68, 69], the parameters of the DL model are automatically adjusted so 

that given the input noisy image, the DL model can predict an output image that is as similar 

as possible to the noise-free training reference. The similarity between output image and 

the reference image is determined by a loss function (typically mean square error or mean 

absolute error). Essentially, the DL-based denoising is a regression task.  
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Formally, denote the noisy image by ὼ and its reference (noise-free or less noisy 

version) by yi, where i=1...N, N is the total number of training samples. A parametric 

regression DL model Ὢȟ typically a convolutional neural network (CNN), can be built to 

learn the mapping Ὢ(ὼ) Ÿ yi by minimizing the following loss function: 

 
arg min ὒὪ ὼȟώ  

(3.1) 

 

, where Ὸ are the parameters of CNN and are adjusted through the training process under 

the loss function L.  

Several groups have used DL in ASL MRI denoising [5, 17]. Different from other 

denoising applications, DL-based ASL denoising networks (ASLDN) do not have noise-

free training references. Accordingly, its denoising performance might be uplimited by the 

reference image SNR. However, the potential uplimit doesn't seem to exist, as several 

studies [70] [21] [22] showed that ASLDN could produce CBF images with even higher 

SNR than the reference. This apparent learning-from-noise capability could provide a 

versatile ASLDN without deliberate post-processing for getting the quasi-noise-free 

reference. Lehtinen et al. [71] has recently been explicitly investigating this learning-from-

noise capacity in natural image denoising. Inspired by their work in natural image 

denoising, we want to formally introduce this learning-from-noise capability of DL on ASL 

MRI signal processing and demonstrate that this learning-from-noise capability is 

particularly beneficial for ASL MRI where data are corrupted and limited.  

3.2 Methods 
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When estimating a true value y from a set of unreliable observations (ὼ, ὼ, ..., ὼ ), A 

common strategy to estimate the true value y is to find a value Ù that has the smallest 

average deviation from all the unreliable observations according to some loss function L. 

This strategy can be formulated as: 

 
arg min 

ρ

ὲ
ὒὼȟÙȢ 

(3.2) 

 

When the loss function is L2 loss, i.e., ὒØȟÙ ὼ  Ù , the optimal value to minimize 

the loss function can be derived as follows: 
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(3.3) 

 

Thus, the optimal value Ù to minimize the loss function L is the expectation of all 

observations (ὼ, ὼ, ..., ὼ ). Optimal value can be derived for the L1 loss ὒὼȟώ

 ȿὼ ώȿ using the same method: 
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where 
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Thus, the optimal value to minimize L1 loss is the median of observations (ὼ, ὼ, ..., ὼ ). 

When the observations are corrupted by Gaussian noise, i.e., a set of noisy observation (ὼȟ 

ὼȟ ..., ὼ ) that  ὼ ὼ ὲȟ where Ø is the observation without noise and Î is an 

independent sample draw from a zero-mean gaussian distribution  Î  ͯὔπȟ„ .  When 

minimizing the loss function:  

 
arg min 

ρ

ὲ
ὒὼȟÙȢ 

(3.6) 

 

For L2 loss ὒὼȟÙ В ὼ  Ù , the optimal value Ù  can be derived as follows: 
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(3.7) 

 

Therefore, when the observations were corrupted by zero-mean gaussian noise, the optimal 

value to minimize the loss function is the mean of the latent clean observations (ὼ, ὼ, ..., 

ὼ ), given infinite data samples. The more generalized class of this deviation-minimizing 

type estimators are called the M-estimators [72].  

This point estimation procedure can be generalized to training a neural network. 

Given a set of input-reference pairs (xi, yi) and a neural network function 

Ὢ Ø parameterized by Ὸ, the training procedure of the neural network is: 
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arg min 

ρ

ὲ
ὒὪ ὼȟώȢ 

(3.8) 

 

If the network Ὢ does not depend on input data, and merely outputs a learned scalar, the 

whole training procedure reduces to the same point estimation procedure of (3.2) at every 

training sample. Thus, training a neural network using L2 loss is to find the expectation of 

references ώ. 

When the references Ù are drawn from a corrupted distribution of the latent clean 

reference Ù such that ὉÙ Ù, and are combined with corrupted inputs from the 

equation  (3.1), the learning process of neural network is equal to minimize the loss 

function: 

 
arg min 

ρ

ὲ
ὒὪ ØȟÙȢ 

(3.9) 

 

When given infinite training samples and the loss function is L2, the solution is ὪØ

ὉÙ Ù. When the training samples are finite and mutually uncorrelated, the expected 

squared difference between ὉÙ  and Ὁώ  is equal to ὠὥὶВ Ù  according to [71]. 

Thus, the variance of minimizing L2 loss given finite data is the mean variance of the 

corruptions divided by the number of samples N. When the number of training data 

increases, the error tends to zero.  The above derivation assumes scalar data. When data 

are images, N is the total number of pixels in the images, i.e., the number of images × the 

number of pixels per image.  
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According to the above derivation, we do not need clean images as references when 

training neural network for image denoising. Only noisy image pairs are needed for DL-

based image denoising. This is particularly useful when no absolute clean reference images 

are available in ASL denoising.  

3.3 Application on ASL denoising 

In this section, we proposed a DL-based learning-from-noise method for ASL denoising, 

which does not require any deliberate post-processing for getting the quasi-noise-free 

reference during the training process. We dubbed this new method ASLDN-LFN.  Figure 

3.1 shows the difference between ASLDN and ASLDN-LFN. ASLDN requires quasi-

noise-free image as training reference while ASLDN-LFN only use noisy image as training 

reference. 

 

Figure 3.1: An illustration of DL-based ASL denoising (ASLDN) and ASLDN-LFN. 

ASLDN using quasi-noise-free CBF images as training references whereas ASLDN-LFN 

only use noisy image pairs to train the DL model. 

 

Similar to [71], the assumption of ASLDN-LFN is that both the noisy reference Ù and the 

noisy input CBF maps Ø are drawn from the same data distribution. When minimizing the 
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L2 loss function В ὪØ  Ù , the CNN regressor ὪØ  is to find the optimum at 

the arithmetic mean of the observations, i.e. ὪØ ὉÙ Ù, given enough training 

samples. This process converges exactly with the method of averaging one subject's all 

CBF maps to generate a quasi-noise-free mean CBF map as a pseudo-groundtruth for 

training in ASLDN. However, considering ASL CBFs have excessive outliers, training 

with L1 loss is preferred as training with L1 loss is to find the median of the observations 

and the median is more robust to outliers than mean. We also conducted experiments to 

compare the effects of training with L1 loss versus training with L2 loss. 

3.3.1 Materials and Experiment Setup 

ASLDN-LFN using the Dilated Wide Activation Network (DWAN) that was proposed in 

chapter 4. As shown in Figure 3.2, DWAN has two pathways. The difference between the 

local pathway and global pathway is that the first convolution layer of the 4 wide activation 

residual blocks in the global pathway used a dilation rate of 2, 4, 8 and 16 respectively. 

The local pathway extracts the local features and the global pathway uses dilation 

convolutions to reserve global data patterns. Furthermore, the wide activation residual 

blocks in DWAN are able to expand data features and pass more information through the 

network, improving performances for low-level computer vision tasks without additional 

parameters and computation [28] [73].  By combining the two-pathway structure and the 

wide activation residual block, this new CNN structure (DWAN) improves the denoising 

performance in ASLDN-LFN. 

ASL data were pooled from 280 subjects in a local database. The data were acquired 

with a pseudo-continuous ASL sequence (40 control/labeled image pairs with labeling time 

= 1.5 sec, post-labeling delay = 1.5 sec, Field of View (FOV)=22×22 cm2, matrix=64×64, 
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Repetition Time (TR)/ Echo Time (TE) = 4000/11 ms, 20 slices with a thickness of 5 mm 

plus 1 mm gap). 

 ASLtbx [65] was used to preprocess ASL images using the following updated 

procedures: 1) ASL-specific motion correction method was applied to the raw ASL images 

(C/L images) to correct systematic label/control labeling induced spurious motions [8]; 2) 

the average of all 40 C/L image pairs was calculated and used as a template for registering 

the ASL C/L images to the high-resolution T1 image. Registration was performed with 

SPM12 (Wellcome Department of Imaging Neuroscience, London, UK, 

http://www.fil.ion.ucl.ac.uk/spm); 3) simple regression was used to regress out residual 

motions, mean CSF signal, and global signal; an isotropic Gaussian kernel with full-width-

half-maximum = 3mm was used to smooth ASL C/L images subsequently; 4) adjacent C 

and L images were subtracted using simple subtraction to generate perfusion-weighted 

images which were then converted into quantitative CBF using the same method as in [65].   

M0 is approximated by the control image in each label/control image pair and M0 

calibration is performed at each voxel separately using the value at the corresponding voxel 

location of the control image. Outlier CBF image timepoints were identified and removed  
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Figure 3.2: Schematic illustration of the architecture of our proposed DWAN network. The 

first layer consists of 3×3×32 convolutional filters for the input image. Then the output of 

the first layer was fed to the both local pathway and global pathway. Each pathway contains 

4 consecutive wide activation residual blocks. Each wide activation residual block contains 

two convolutional layers (3×3×128 and 3×3x32) and one activation function layer.  The 

3×3×128 convolutional layers in the global pathway were dilated convolutional layers with 

a dilation rates of 2, 4, 8, 16, respectively. The output of the local pathway and global 

pathway were concatenated and fed to another 3×3×1 convolutional filter. The 3×3×1 

convolutional layer was attached to the end to get the predicted output image with 

additional input from the input image with 3×3×1 convolution. (a×b×c indicates the 

property of convolution. a×b is the kernel size of one filter and c is the number of the filters).  
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using the prior-guided slice-wise adaptive outlier cleaning algorithm [19] [20]; 5) each 

subjectôs structural MRI was spatially normalized to the Montreal Neurologic Institute 

(MNI) standard brain using SPM12. The same transform was then applied to the CBF 

image series. 

CBF image slices from 200 subjects were used as the training dataset. CBF images 

from 20 different subjects were used for validation.  The remaining 60 subjects were used 

as the testing set.  Input to ASLDN-LFN was the axial slice. All CBF maps were spatially 

normalized into the Montreal Neurological Institute (MNI) space. Every 3 slices from the 

35th to the 59th axial slices were extracted from each of the 3D CBF maps. The 40 ASL 

CBF images of each subject were divided into 4 time segments, each with 10 successively 

acquired images. The mean maps of the 1st segment and the 2nd segment were taken as 

the input and the corresponding reference for DL model training. Another set of input-

reference image pairs was obtained from the mean CBF maps of the 3rd and the 4th 

segment. During model testing, the mean CBF image slices of the first 10 L/C pairs (in the 

first time segment) were used as the input. 

Due to intrinsic low SNR of ASL MRI, the input and reference CBF maps were 

already contaminated with severe noise (As Figure 3.3 A. shows). Therefore, no additional 

artificial noises were added to the input and reference CBF maps. Mean CBF maps of the 

entire 40 L/C image pairs with Gaussian smoothing (FWHM = 3mm) and state-of-art 

outlier cleaning [20] were used as pseudo-groundtruth ώ. Compared with the previous 

method ASLDN [74] using pseudo-groundtruth ώ as training references, the proposed 

ASLDN-LFN only used noisy data Ù as the training reference. U-Net [24] and DilatedNet 

[21], two popular CNN structures widely used in medical imaging, were implemented as a 
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comparison to our DWAN-based ASLDN-LFN. Additional experiments were conducted 

to compare the effects of the different loss functions (L1 and L2) on denoising performance. 

  We used Keras [75] and Tensorflow [76] platforms to implement all the DL 

algorithms. Network training was through the adaptive moment estimation (ADAM) 

algorithm with a learning rate of 0.001 and a batch size of 64. All experiments were 

performed on a PC with Intel(R) Core(TM) i7-5820k CPU @3.30GHz and an Nvidia 

GeForce Titan Xp GPU. 

We used Peak Signal-to-Noise Ratio (PSNR) and Structure Similarity Index (SSIM) 

to quantitatively compare the performance of DWAN with U-Net and DilatedNet. When 

computing PSNR and SSIM, pseudo-groundtruth (mean CBF from entire 40 L/C pairs) 

was used as groundtruth. SNR and Grey Matter/White Matter (GM/WM) contrast was 

calculated to measure the image quality of ASL CBF. The SNR was calculated by using 

the mean signal of a grey matter (GM) region-of-interest (ROI) divided by the standard 

deviation of a white matter (WM) ROI in slice 50. The GM/WM contrast was calculated 

as the mean value of GM masked area divided by the mean value of WM masked area.  

The Correlation coefficient between the DL-produced CBF values and pseudo-

groundtruth was calculated to measure the similarity of the DL-produced CBF values to 

those processed with non-DL methods. This process was performed at each voxel for 

ASLDN and ASLDN-FLN separately. The correlation coefficient maps were thresholded 

by r>0.3 for the purpose of comparison and display. 

3.3.2 Experimental Results 
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Figure 3.3: Mean CBF images of a representative subject. The rows from top to bottom are: 

A. mean CBF maps generated from 10 L/C pairs (input to ASLDN-LFN); B. mean CBF 

maps from all 40 L/C pairs with smoothing and outlier cleaning (pseudo-groundtruth); C. 

output of ASLDN; and D. output of ASLDN-LFN. Only 5 axial slices were shown in each 

row. 

Figure 3.3 shows the mean CBF maps produced by different algorithms.  Compared to 

pseudo-groundtruth (Figure 3.3.B.) and the output of ASLDN (Figure 3.3.C.), the CBF 

maps produced by ASLDN-LFN (Figure 3.3.D.) showed substantially improved quality in 

terms of suppressed noise and better perfusion contrast between tissues. Moreover, 

ASLDN-LFN recovered CBF signals in the air-brain boundaries and reduced partial 

volume effects. 



34 
 

 

Figure 3.4: The notched box plot of the SNR (left) and GM/WM contrast (right) from 60 

test subjects' CBF maps with different processing methods. 

Figure 3.4 shows the notched box plot of the SNR and GM/WM contrast from 60 

test subjects' mean CBF maps processed with different methods. The average SNR of 

pseudo-groundtruth, the output of ASLDN and the output of ASLDN-LFN were 5.87, 6.36 

and 8.06 respectively. The average GM/WM contrast of pseudo-groundtruth, the output of 

ASLDN and the output of ASLDN-LFN were 2.14, 2.15 and 2.32. ASLDN-LFN improved 

SNR by 26.7% and improved GM/WM contrast by 7.9% compared with ASLDN. 
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Figure 3.5: Correlation coefficient maps of ASLDN (top) and ASLDN-LFN (bottom). 

Only 5 axial slices were shown. Correlation coefficients less than 0.3 were thresholded to 

be 0. 

 

Figure 3.5 shows the correlation coefficient maps of ASLDN and ASLDN-LFN. 

Correlation coefficient at each voxel was calculated between the pseudo-groundtruth and 

network output. Outputs of ASLDN and ASLDN-LFN strongly correlated to the pseudo-

groundtruth, proving that both networks can preserve individual subjects' CBF patterns 

while suppressing noise. Output of ASLDN-LFN showed less correlation to input in WM 

because ASLDN-LFN removed more noises in WM than ASLDN.  

Table 3.1: The average PSNR and SSIM of mean CBF maps produced by different CNN 

architectures in different training schemes. 

 ASLDN ASLDN Learning-from-noise 

Model U-Net DilatedNet DWAN U-Net DilatedNet DWAN 

PSNR 24.53 24.92 25.26 24.84 25.06 25.28 

SSIM 0.796 0.793 0.803 0.798 0.797 0.803 

 

Table 3.1 lists the PSNR and SSIM performance of ASLDN [74] and the proposed 

ASLDN-LFN with or without using the DWAN network structure. ASLDN-LFN showed 

higher PSNR and SSIM than previous ASLDN. Using DWAN in ASLDN and ASLDN-

FLN provided higher PSNR and SSIM than without. 
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Figure 3.6: Mean CBF maps of a representative subject (Only 3 axial slices were shown). 

From left to right:  input to ASLDN-LFN (column A); pseudo gold standard (column B); 

outputs of ASLDN-LFN trained with L2 loss (column C); and outputs of ASLDN-LFN 

trained with L1 loss (column D) 

Figure 3.6 shows the result of ASLDN-LFN that was trained with different loss 

functions. When input mean CBF maps contained large amounts of outliers, ASLDN-LFN 

trained with L2 loss was affected, resulting in deteriorated perfusion in grey matter area. 

ASLDN-LFN trained with L1 loss, in contrast, remains unaffected due to its robustness to 

outliers. PSNR and SSIM are used to quantitatively measure the denoising performance of 

ASLDN-LFN trained with L1 loss and L2 loss. PSNR and SSIM were 24.40 and 0.677 

when ASLDN-LFN was trained with L2 loss, whereas PSNR and SSIM were 25.28 and 

0.803 when ASLDN-LFN was trained with L1 loss. 


































































































