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ABSTRACT

MATHEMATICAL MODELS OF BIOFILM IN VARIOUS

ENVIRONMENTS

Yilin Wu

DOCTOR OF PHILOSOPHY

Temple University, August, 2019

Professor Isaac Klapper, Chair

Microbial biofilms are defined as clusters of microbial cells living in self-

produced extracellular polymeric substances (EPS), which always attached

to various kinds of surfaces. In this thesis, we studied several mathematical

models of biofilm in the human body and marble environment. Some related

background of biofilm growth and some basic existing numerical models were

introduced in the first chapter. In the first project, we introduced how biofilm

affects the local oxygen concentration near the neutrophil cells in the human

body with three one-dimensional reaction-diffusion models from different ge-

ometries. In nature, microbial biofilm development can be observed on almost

all kinds of stone monuments and can also be associated with the problem

of monument conservation. In the second part of my research, we built the

deliquescence models for biofilm growth environment in the first model and

added biomass into consideration in the second one. Also, we analyzed the

stability of the equilibria. In the third part, we applied the weather data

collected from the weather station on the roof of the Jefferson Memorial to

the deliquescence model with biofilm. Furthermore, compared the simulation

result for biofilm growth in cold and warm weathers. In the last part of this

thesis, we analyzed the biofilm activity with support vector regression. The

machine learning model we obtained can be used to find the growth trends of

biofilm for any pair of temperature and relative humidity data.
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CHAPTER 1

INTRODUCTION

1.1 Background and Motivation

Before commencing with an outline for the thesis, we first present some

background into the existence of a biofilm by introducing the formation, the

basic architecture of biofilm communities, and some motivations for biofilm

studies.

1.1.1 What are Microbes

Microbe, is a microscopic organism, which may exist in its single-celled form

or in a colony of cells. Microbes include all unicellular organisms and so are

extremely diverse. Of the three domains of life identified by Carl Woese[123],

all of the Archaea and Bacteria are microorganisms. These were previously

grouped together in the two domain system as Prokaryotes, the other being

the eukaryotes. Prokaryotes is simpler than Eukaryota as there is no nucleus

in the cell structure. Microbes are found in every habitat on earth, such as

soil, rock, oceans and even arctic snow. Some live in or on other organisms in-

cluding plants and animals including human beings. In 2016, researchers from

Weizmann institute in Isreal argued that there is about 1.3 bacterial cells per

human cell [104]. These numbers may vary significantly from person to person
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and could change significantly with each defecation [104]. A lot of bacterial

cells are found in the digestive system of animals, and are known as gut bac-

teria. Gut bacteria have several roles. For example, gut bacteria can produce

vitamin B1, control the growth of harmful bacteria, break down poisons in

the large intestine, and also break down the food that cannot be digested [72].

Bacteria in soil perform important services related to water dynamics, nutrient

cycling, and disease suppression [34]. Moreover, some bacteria can break down

pesticides and pollutants in soil [16]. Some types of bacteria are useful in the

production of fermented foods such as yogurt and soy sauce [83]. These kind

of bacteria are known as fermenting bacteria, and they use organic molecules

as their final electron acceptor to produce fermentation end-products [48]. For

example, Streptococcus, Lactobacillus, and Bacillus can produce lactic acid,

while Escherichia and Salmonella produce ethanol, lactic acid, succinic acid,

acetic acid, CO2, and H2.

Bacteria are thought to have been the first organisms to appear on earth

more than 3 billion years ago [4], and the oldest known fossils look like bacterial

colonies [101]. Bacteria can use most organic, and some inorganic compounds

as food and some can survive extreme conditions [96]. Some bacteria can

form dormant structures, known as endospores, which are resistant to hostile

physical and chemical conditions such as heat, UV radiation, and disinfec-

tants. Bacteria may grow across a wide range of temperatures, from very

cold to very hot, although all bacteria have their optimal environmental sur-

roundings and temperatures in which they thrive the most [81]. some bacteria

grow best around moderate temperature and neutral pH values (6.5 - 7.0), but

some thrive in very acid conditions, and some can even tolerate a pH as low

as 1.0 [99]. Such acid-loving microbes are called acidophiles. Many natural

habitats for microbes have high pH. Marine bacteria grow in alkaline marine

environments at pH 8.2 [46] and other bacteria spend part of their life cycle

in marine environments, where they must survive or grow [97]. Even though

they can live in very acid or alkaline environments, their internal pH is much

closer to neutral values [3, 8]. Besides the suitable environmental conditions,
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bacteria must have an energy source and carbon source to grow in nature. The

energy sources for bacteria includes light, inorganic compounds, and organic

compounds, and the carbon sources for bacteria includes CO2 , and organic

compounds. Different types of bacteria have different energy sources. For ex-

ample, phototrophs are organisms that use light as an energy sources and CO2

as a carbon source; heterotrophs are organisms that use organic compounds

as an energy source and carbon source. Thus, based on carbon and energy

sources for growth, four major nutritional types of bacteria may be defined in

Table 1.1 [5]. This classification of bacteria provides a natural approach to

study bacteria growth with different energy and carbon sources conditions.

Table 1.1: Table of Different Type of Bacteria [5]

Nutritional Type
Energy

Source

Carbon

Source
Example

Photoautotrophs Light CO2 Cyanobacteria

Photoheterotrophs Light
Organic

compounds

Purple and

Green Bacteria

Lithoautotrophs

Inorganic

compounds

(NH3, NO2)

CO2

nitrifying

bacteria

Heterotrophs
Organic

compounds

Organic

compounds

non-sulfur

bacteria

In order to survive and to increases tolerance, e.g., from predators or wash

off, bacteria tend to be found in a community where they can better maintain

the surrounding living environment. It is often stated that there is strength

in numbers. In some cases it is pure power, while in many other examples,

the benefit of numbers derives from the fact that larger groups of individuals

can divide tasks, thereby allowing them to diversify into teams of coordinated



4

specialists that can accomplish more together than the simple sum of their

parts [131]. Furthermore, microbial activity within the community can mod-

ify the internal environment, such as pH, CO2 or metabolic products [95]. For

example, Burmolle et al. [12] showed that a mixed species bacterial commu-

nity has significantly more biomass than the monospecies community without

up taking more nutrients. They also observed that such diverse communi-

ties have a higher tolerance to antimicrobials, chemical stress, and predators.

Hence, the cooperation within bacteria groups can be mutually beneficial and

significant competitive advantage over bacteria growing in suspension. Bac-

teria in suspension can be washed away with the water flow, but bacteria in

the community are protected from washout and can build in locations where

their food supply remains abundant. The community formed by same or dif-

ferent species tends to attach on a surface to maintain physical stability, and

can create natural polymers (EPS, explained later in this chapter). For the

above reasons, bacteria living on a surface (shown in Figure 1.1) have a large

advantage for surviving. The community bacteria created is known as biofilm.

Figure 1.1: Scanning electron micrograph of a staphylococcus aureus biofilm

on an indwelling medical device. Available from: URL:Public Domain,

https://commons.wikimedia.org/w/index.php?curid=2740748
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1.1.2 What is biofilm?

Bacterial biofilms are defined as clusters of microbial cells living in self-

produced extracellular polymeric substances (EPS) which attach to various

kinds of surfaces, such as metals, plastics, soil particles, medical implant ma-

terials and human or animal tissue [58]. Accumulation of microorganisms were

observed as early as 1674, when Antonie van Leuwenhoek used his simple mi-

croscope to describe the vast accumulation of animalcules that he scraped from

human tooth surfaces [21]. In the 1940s, Heukelekain, Heller [50] and Zobell

[133] observed that the density of bacteria on surfaces was much higher than in

the surrounding medium (in their cases, seawater). The earliest use of biofilm

in publication is 1975 from the journal Microbial Ecology [74]. However, we

did not have a high - resolution picture of the 3d structure of biofilm until the

invention of the confocal microscope.

Biofilms can be formed of a population that developed from a single species

or a community derived from multiple microbial species [21]. The formation of

a biofilm starts with the attachment of free-floating microorganisms to a sur-

face. If the colonists are not immediately separated from the attached surface,

they can anchor themselves using adhesive slims [61]. Some bacteria species

are not able to attach to a surface by themselves but can anchor themselves

to the matrix or earlier bacteria colonists. Once colonization has begun, the

biofilm grows by a combination of cell division and attraction of other species.

The final stage of biofilm formation is known as dispersion and is the stage

in which dispersal of cells happens. Dispersal enables biofilms to spread and

colonize on new surfaces. Following this pattern, biofilm grows and is hard to

eliminate from the colonized surfaces (See chapter 2.2 for an example).
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Figure 1.2: Stages of biofilm development, courtesy of the Montana State

University Center for Biofilm Engineering, P. Dirckx.

In essence, biofilm represents an interdependent community-based exis-

tence.

1.1.3 Motivation for Biofilm Studies

There are different types of biofilms which are playing a distinct role in our

life. Approximately 80% of the world’s microbial biomass resides as biofilm

populations and the formation and persistence of biofilms may cause human

infections [24].

Some biofilms provide valuable services to human society or the functioning

of natural ecosystems. People started to use biofilm as a tool for wastewater

treatment and contaminant removal (from soil or groundwater) since the end

of the 19th century. Also, the biochemical byproducts from biofilms are use-

ful in the production of medicines, food additives and cleaning agents, see,

[43, 47, 105, 111]. Moreover, biofilm can attach to the root system of the

plants to increase the flow of nutrients transportation, and increase agricul-

tural productivity.

Some biofilms can pose a potential threat to humans and surfaces. In den-

tistry, biofilms cause major problems in dental hygiene. Oral biofilms serve as

a model system for bacterial adhesion [10, 13] and antibiotic resistance [129].
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Biofilm may also cause infectious diseases and infections related to medical

implants. According to recent data from the National Institutes of Health,

biofilms cause more than 75% of all microbial infections [94] and the top two

causes of death, chronic diseases, and poor water quality are highly related

to biofilms [122]. In the food industry, biofilm may cause serious engineer-

ing problems. Biofilm grown on food surfaces and in processing environment

can cross-contaminate, and may lead to biotransfer potential if the biofilm

from food-contact surfaces is not completely removed [69]. Examples of cross-

contamination are found in the milk [17] and the slaughter [87] industries.

As one can see from the above examples, biofilm is everywhere and is crucial

to human beings. Therefore the study of microbial biofilms has received sig-

nificant attention and achieved substantial popularity in the past few decades.

Understanding the mechanisms of biofilm formation, growth, and removal is

the key to promoting useful biofilms and reducing unacceptable functions of

the biofilm. The study of biofilms benefits from the efforts of researchers from

various fields, including environmental and clinical biologists, engineers, and

mathematicians, and people from different areas are working together to have

a better and more precise understanding of nature. Mathematical modeling

is one of the significant ways to interpret how bacteria in biofilm collaborate,

how biofilm grows and what it does for the attached surfaces and surrounding

environment. Using mathematical models, we can understand the fundamen-

tal mechanisms of biofilm, relate different systems, and make predictions for

the long term.

To model biofilm, we are essentially trying to study the following problems.

• How fast biofilm grows on a given surface with a particular environment?

• Why and how biofilm started to colonize on certain surfaces?

• How does the division of labor work between different species of bacteria

in one community?

• What biofilm will do to the surrounding environment, e.g., erosion or
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pollution?

1.2 Existing Models for Biofilm Communities

The first mechanistically-based modeling of biofilm was developed in 1976

by Williamson and McCarty [120], and this model describes the kinetics of sub-

strate utilization by biofilm using Fick’s law and Monod relationship. After

that, biofilm researchers started to do experimental measurements which en-

abled the detailed analysis of microbial communities with mathematical mod-

els. Today, mathematical models come in many forms that can range from

simple empirical correlations to complicated and computationally comprehen-

sive algorithms that can describe biofilm formation and activity. Many pub-

lished articles give an overview of mathematical models for biofilm in general,

see [15, 51, 61, 119].

Mainly there are two types of mathematical models, and different method-

ologies may have the advantages in different situations depending on the mech-

anisms we model. The first type of models is continuum models based on or-

dinary differential equations (ODE) and partial differential equations (PDE).

In such a model, the biofilm is described as a penetrable material that al-

lows mass exchanges, reaction, and diffusion between biofilm and surrounding

liquid or solid layers. Several strategies can be used to describe the spatial

structure of biofilm in this context. In some PDE (ODE) models, biofilm and

liquid are separated by a physical interface, the evolution of which is com-

puted by moving front techniques [1, 60]. There is another modeling strategy

which is using mixture theory introduced by Trusdell et al. [115] in the 1960s.

This method provides continuous models based on PDEs for multi-component

fluids by assuming that several components may be present locally. For more

details about mixture theory, see [18, 93, 92]

The second approach of biofilm modelling uses discrete models, such as cel-

lular automaton (CA) models [49, 82, 89, 121], and individual-based models

(IBM) [67, 68, 70]. The origins of the CA model is Conway’s Game of Life [20].
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The advantage of the CA model is that it can produce a complex behavior for

bacteria reproduction and movement, and the diffusion of the nutrient with

simple rules. IBM is also a discrete approach that it attempts to model a

population or community by describing the actions and properties of the indi-

viduals comprising the population or community. IBM is particularly suited

to address questions about the effects of individual variability. However, fluid

dynamics effects are challenging to take into account for discrete models, and

the computational cost for simulating the evolution of a large number of cells

are quite expensive even with the recent advances in parallel computing.

1.3 Main Aims and Key Results

In my thesis, I will introduce four different biofilm-related projects on which

I worked with biofilm researchers from various fields. In these four projects, I

applied two continuous models (ODE and PDE), data visualization, and data

analysis.

For the first part of the thesis, we introduce how biofilm affects the local

oxygen concentration near the neutrophil cells in the human body with three

one-dimensional reaction-diffusion models from different geometries. These

three models were analyzed approximating biofilm near an air interface as in

a dermal wound or mucus layer, biofilm on an implanted medical device, or

biofilm aggregates dispersed in mucus or tissue. The models derived in this

project are in simple geometries and can be solved analytically. Also, models

are clearly simplifications of reality. For each of the models, we simulated

the oxygen level at the biofilm-neutrophil interface or within the biofilm layer

with sets of plausible parameters. The finding that oxygen concentration at

the biofilm-neutrophil juncture can be diminished to hypoxic (absence of oxy-

gen) levels is biologically relevant because oxygen depletion will reduce the

neutrophil killing ability. The conclusion that hypoxia can readily establish in

the interior of the biofilm is biologically relevant because this change will alter

microbial metabolism and persistence. Therefore understanding how biofilms
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quantitatively influence the oxygen concentration is necessary. This paper was

published in Pathogens and Disease in 2018 [125] and chapter 2.1 of the thesis

is excerpted from that paper. My role in this paper was to solve three one-

dimensional reaction-diffusion models analytically, and do the simulation for

oxygen concentration with line and contour plots.

In nature, microbial biofilm development can be observed on almost all

kinds of stone monuments such as churches, tombstones, and temples, and

can also be associated with the problem of monument conservation. In the

second part of my research, I focus on biofilm growth on outdoor marble mon-

uments. For this research project, the monument we are particularly studying

is Jefferson Memorial (JM) in Washington, DC. Biofilm was first noticeable

in discrete areas of the JM’s white marble in 2006 and has become more pro-

nounced in recent years. The National Park Service have been studying the

best treatment options to eliminate the dark spots on the marble dome to

reveal the purely marble dome again. We are still not sure about whether

biofilm is protecting or damaging the marble in this context. Therefore, we

use a mathematical model to give us a better understanding of why and how

biofilm is growing in this environment. We first develop a deliquescence model

which contains a coupled system for mass fluxes of water and salt on the mar-

ble, which describes the suitable growing environment for biofilm. After that,

we add biomass into the model to connect biofilm photosynthesis with its liv-

ing surroundings. The deliquescence model with biofilm gives us a general

idea of the relation of biofilm growth rate and water depletion rate. In this

model, we also find a critical relative humidity of salt mathematically instead

of experimental measurements and compare the values we got with the exist-

ing data from experiments. This critical relative humidity determines when

deliquescence happens under different humidity conditions.

During our studies on the JM, we had a weather station set on top of

the monument, from which we collect year-around weather data, including

temperature, humidity, precipitation, and sunlight intensity. For the third part

of my thesis, I study the time series data we collect from the JM and apply
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the deliquescence model we derive from the second project. We simulate with

the data from 28 days in the summer and 28 days in the winter, and compare

the biomass between such two different kinds of weather. We further develop

a modified deliquescence model with the loss term in biomass and apply the

previous data to this model for a longer time. In the end, we simulate with

year-around data to verify the result of biofilm growth from the deliquescence

model in different weather.

In the last project, we analyze biofilm growth with different temperature

and relative humidity data to predict the biofilm growth rate with any pair

of temperature and relative humidity data. After running year-around data

with the model, we obtain the biomass and growth rate at each data point.

After the simulation, we have three-dimensional data of relative humidity,

temperature, and biofilm growth rate. Using support vector regression from

machine learning, we create a two-dimensional plane which minimized the

model error. On this plane, we create a region of biofilm activity with a linear

boundary. This can be used to predict the growth rate of biofilm. When we

have the ideal temperature and humidity in the biofilm living environment,

the biofilm starts to grow, and if one of the conditions fails, the biofilm stops

growing.
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CHAPTER 2

METHODS AND RESULTS

2.1 Biofilm, Oxygen, and Neutrophil

2.1.1 Biofilm-Neutrophil System

Biofilms exists on the surface of living organisms where they may consume

oxygen. In the biofilm state, microbes evade killing by antibiotics and by the

host defenses [22, 27]. Examples of infections that are now widely acknowl-

edge to stem from biofilms include periodontitis or gum disease [90], chronic

lung infection in individuals with cystic fibrosis (CF) [22, 73], chronic wounds

such as diabetic foot ulcers, pressure ulcers and venous stasis ulcers [7, 54];

and troublesome infections associated with implanted medical devices such as

catheters [86, 80], heart valves [52] and artificial joints [40]. Biofilm formation

is thus a common microbial strategy that is considered a virulence factor in

numerous persistent infections [22].

A nearly universal feature of microbial biofilms in oxic environment is an

oxygen concentration gradient [126, 108]. Respiring microbes at the surface

of the biofilm consume oxygen creating an oxygen shadow that alters mi-

crobial metabolism and allows for the coexistence of aerobic and anaerobic

microorganisms in close proximity. Multiple lines of evidence indicate oxygen

limitation and a shift to anaerobic metabolism in biofilm infections. Here we
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focus discussion on CF pneumonia and chronic wounds.

One of the most compelling pieces of evidence for hypoxia in infected non-

healing wounds is the identification of strictly anaerobic bacteria, such as those

belonging to the genera Bacteroides and Clostridia, which are commonly found

in human chronic wounds [28, 35, 36, 45, 91]. The presence of these microor-

ganisms, which require highly reduced conditions to be able to multiply, shows

that anoxic niches occur in these infected tissues. In addition, direct measure-

ment of very low skin tissue oxygenation in the vicinity of chronic wounds has

been reported and shown to correlate with impaired healing [57, 98]. Neu-

trophils are known to be abundant in chronic ulcers [25].

The lung is a well-aerated environment. In the CF lung, however, thick-

ened mucus and deficient mucocilliary clearance combine to permit overgrowth

of bacteria and localized depletion of oxygen. Invading neutrophils, the pre-

dominant inflammatory cells [29] consumes oxygen as do the bacteria [64].

Anoxic pockets within the infected mucosa [124] or freshly expectorated in-

fected sputum [65, 23] have been directly measured using oxygen microelec-

trodes. Recent investigation also report the recovery of large numbers of anaer-

obic bacteria from the airways of CF patients when appropriate techniques are

employed [116, 130, 106, 44]. These chemical and biological measurements are

consistent with hypoxic conditions within the lung mucus layer. Even the

paradigm CF pneumonia organism Pseudomonas aeruginosa, widely under-

stood to prefer aerobic growth conditions, is now thought to grow under mi-

croaerobic or anaerobic conditions in vivo in the CF lung. Oxygen limitation

and a shift to anaerobic metabolism are hallmarks of biofilm infection [110].

Oxygen concentration is a critical parameter for host healing [102, 103],

neutrophil function and signaling [114, 128, 75, 62, 37, 14], and microbial

persistence [9, 33, 59, 100, 42]. We hypothesize that local oxygen concentration

plays a fundamental role in the etiology of biofilm infection. Both host and

microbe consume oxygen, modulate oxygen transport and actively respond to

oxygen, giving rise to complex interactions with multiple feedback loops [55,

56, 14, 114]. The purpose of the work reported here is to provide a starting
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place for analyzing the concerted utilization of oxygen by microorganisms in

a biofilm and neutrophils responding to the microbial aggregate. This work

expands on many years of reaction-diffusion modelingin the biofilm field [71] as

well as on computational models of host cell-microbe interactions [85]. In this

project, we report analysis of reaction-diffusion problems in which biofilm and

neutrophil regions adjoin each other without intermixing or overlapping. The

models derived herein are geometrically simple and afford analytic solutions.

Such models are clearly simplifications of reality. They do nor incorporate

multidimensional structures, mixed species interactions or external flows, all

features that are known to occur in some biofilm systems and aspects that

have been addressed in pioneering biofilm modeling work [88, 19, 1, 30]. Here

we extend classic biofilm reaction-diffusion models to include host interactions

in the form of an adjoining neutrophil layer. To the best of our knowledge, this

project is the first example of a reaction-diffusion analysis of a hybrid biofilm-

neutrophil system. The value of analytical models as a starting point is that

they can define overall behaviors of the system and point to likely biological

relevance without introducing extra complexity. This project was published

in Pathogens and Disease in 2018 [125] and this part of the thesis is excerpted

from that paper. My role in this project was to solve three one-dimensional

reaction-diffusion models analytically (Chapter 2.1.3), and do the simulation

for oxygen concentration with line and contour plots (Chapter 2.1.4) with

parameters and geometries provided by Dr. Phil Stewart and my advisor Dr.

Isaac Klapper.



15

2.1.2 Table of the Coefficients

Table 2.1: Table of Coefficients

CA oxygen concentration on biofilm-air boundary

CB oxygen concentration in biofilm region

CH oxygen concentration on biofilm-host boundary

CN oxygen concentration in neutrophil region

DB effective diffusion coefficient of oxygen in biofilm region

DN effective diffusion coefficient of oxygen in neutrophil region

hB slab thickness of biofilm region

hN slab thickness of neutrophil region

kB first-order oxygen reaction rate coefficient in biofilm region

kN first-order oxygen reaction rate coefficient in neutrophil region

r spatial coordinate in spherical coordinates

R combined radius of biofilm and neutrophil regions

rB radius of biofilm region

rN dimension of radial shell describing neutrophil regions

z spatial coordinate in slab geometry

φB biofilm region Thiele modulus

φN neutrophil region Thiele modulus

2.1.3 Material and Methods

We analyze theoretically three simple geometries that may approximate

the distribution of biofilm [7] and neutrophils in vivo (shown in Figure 2.1,

2.2, and 2.3). A classic model of biofilm structure is the flat slab, and here we

allow for an adjoining layer containing neutrophils to create a two-layered slab

structure in Figure 2.1. Such a disjoint layered structure is suggested by some

microscopic observations [25, 66, 132]. For a mucosal or dermal biofilm, one
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boundary of the biofilm will be an air interface and the other will be in tissue.

Thus, we imposed specific oxygen concentrations along these boundaries. An

implanted medical device constitutes a special case of the two layered slab.

In this case the biofilm is assumed to form a layer on the implant surface

and is covered by a neutrophil-containing layer (shown in Figure 2.2). The

implant is assumed to be impermeable to oxygen so that a no-flux boundary

condition is imposed at this boundary. Recent discussions of the structure of

the infectious biofilms suggest that biofilms are often found as relatively small

aggregates of microbial cells intermixed or covered with extensive host-derived

material [6, 109]. To capture this structure, concentric spheres (at the core)

and neutrophils (in a shell) are considered (shown in Figure 2.3). Simplified

geometric models can often present the overall behavior of complex systems [2].

Figure 2.1: 1D two-layered slab geometry in which adjoining biofilm and neu-

trophil layers are bounded by oxygen sources on both external boundaries.

One boundary is conceptualized as air and the other as host tissue. This ge-

ometry could approximate a biofilm in a dermal wound or in the airways of

the lung.
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Figure 2.2: 1D two-layer slab geometry in which a biofilm layer coats an

impermeable surface and is covered by a second layer of neutrophils. This

geometry would approximate the situation on an infected medical implant.

First-order reaction kinetics of oxygen have been assumed for the con-

sumption of oxygen by both bacteria and neutrophils. This is partly done for

mathematical convenience as it permits exact analytical solutions. First-order

kinetics provide a bound on the behavior expected from a more realistic satu-

ration kinetic models such as Monod kinetics. The first-order approximation of

saturation kinetics leads to the maximum extent of oxygen penetration. Thus,

we anticipate that the actual occurrence of hypoxia will be more common and

more severe than the current analysis predicts. Our results can be viewed as

a conservative estimation of the importance of hypoxia in biofilm-host inter-

actions.

Consider the steady-state reaction-diffusion equations in a two-layered slab
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Figure 2.3: 1D spherical geometry in which a biofilm core is surrounded by a

concentric spherical shell of neutrophils. This geometry could approximate a

biofilm aggregate in mucus or deep tissues.

(Figure 2.1 and 2.2). We have

DB
d2CB
dz2

− kBCB = 0, (2.1)

DN
d2CN
dz2

− kNCN = 0, (2.2)

with interface conditions,

CB(0) = CN(0), (2.3)

DB
dCB
dz

(0) = DN
dCN
dz

(0). (2.4)

The interface conditions subject to the continuity of oxygen concentration

(Eqn 2.3) and flux (Eqn 2.4). For the first geometry (Figure 2.1), the boundary

conditions impose fixed concentrations:

CB(hB) = CA, (2.5)

CN(−hN) = CH . (2.6)
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The solutions are:

CN =
cosh(φN

z
hN

)

cosh(φN)

(
CHα tanhφB + CA

sinhφN
coshφB

α tanhφB + tanhφN

)
(2.7)

+
sinh(φN

z
hN

)

sinh(φN)

(
CA

sinhφN
coshφB

− CH tanhφN

α tanhφB + tanhφN

)
,

CB =
cosh(φN

z
hN

)

cosh(φB)

(
CHα

sinhφB
coshφN

+ CA tanhφN

α tanhφB + tanhφN

)
(2.8)

+
sinh(φN

z
hB

)

sinh(φB)

(
CAα tanhφB − CHα sinhφB

coshφN

α tanhφB + tanhφN

)
,

where

α =

(
kNDN

kBDB

)1/2

,

φB =

(
kBh

2
B

DB

)1/2

,

φN =

(
kNh

2
N

DN

)1/2

.

The parameter φB and φN are dimensionless ratios of the reaction and diffusion

rates known as Thiele Moduli.

For the slab structure on the surfaces of a medical devices (Figure 2.2),

a no flux condition is required at the implant surface, which is assumed to

be oxygen impermeable, and a fixed concentration is imposed at the interface

with tissue:

dCB
dz

(−hB) = 0, (2.9)

CN(hN) = CH . (2.10)

In this case, the solutions are:

CB = CHα
cosh(φB

z
hB

) + tanhφB sinh(φB
z
hB

)

tanhφB sinhφN + α coshφN
(2.11)

CN = CH
α cosh(φN

z
hN

) + tanhφB sinh(φN
z
hN

)

tanhφB sinhφN + α coshφN
. (2.12)
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Finally, we consider the scenario of a spherical core of microbial biofilm

surrounded by a concentric shell of neutrophils (Figure 2.3). The steady state

reaction-diffusion equations in spherical coordinates are:

1

r2
d

dr

(
r2DB

dCB
dr

)
− kBCB = 0, (2.13)

1

r2
d

dr

(
r2DN

dCN
dr

)
− kNCN = 0, (2.14)

with interface conditions:

CB(rB) = CN(rB),

DB
dCB
dr

(rB) = DN
dCN
dr

(rB),

and boundary conditions:

CN(rB + rN) = CH ,

r2
dCB
dr

(0) = 0.

The solutions are:

CB =
B1R

r
sinh

(
φB

r

rB

)
, (2.15)

CN =
A2R

r
cosh

(
φN

(
r −R
rN

))
+
B2R

r
sinh

(
φN

(
r −R
rN

))
, (2.16)

where

R = rB + rN ,

φB =

(
kBr

2
B

DB

)1/2

,

φN =

(
kNr

2
N

DN

)1/2

,

B1 =
αCH

sinhφN sinhφB

(
α
φN

rN
rB
− 1

φB

)
+ sinhφN coshφB + α coshφN sinhφB

,

A2 = CH ,

B2 =
α sinhφN sinhφB + coshφN coshφB + coshφN sinhφB

(
α
φN

rN
rB
− 1

φB

)
sinhφN sinhφB

(
α
φN

rN
rB
− 1

φB

)
+ sinhφN coshφB + α coshφN sinhφB

.
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2.1.4 Numerical Simulation and Analysis

We calculated the spatial distribution of oxygen in systems consisting of

adjoining layers of microbial biofilm and host neutrophils. Because both mi-

croorganisms and activated neutrophils consume oxygen, their concerted ac-

tivity determines the local availability of oxygen. Of particular interest is

the concentration of oxygen at the interface between the biofilm and neu-

trophil layers. The availability of oxygen at this juncture is likely important

for the ability of neutrophils to exhibit microbiocidal activity and is the rele-

vant concentration for this aspect since this is where the neutrophils contact

microorganisms. We also examine the lowest concentration of oxygen within

the biofilm layer, a minimum that is expected to be important in determining

a shift from aerobic to anaerobic respiration or fermentative metabolism in the

microbial community.

The solutions examined here are presented in terms of Thiele moduli, di-

mensionless numbers that compare the rates of reaction and diffusion of oxy-

gen. There are two Thiele moduli: one for the biofilm region (φB) and an-

other one for the neutrophil region (φN). When a Thiele modulus is small, say

φ < 1, diffusive transport is fast compared to reaction, which means diffusion

dominant. Conversely, when a Thiele modulus is large, say φ > 1, diffusive

transport is slow compared to reaction and steep concentration gradients can

develop.

Simulation parameter values were drawn from references as summarized in

Table 2.2 and five specific cases representing a spectrum of possibilities were

analyzed.
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Table 2.2: Parameter Values

Parameter Notation Value Reference

Dimension of

neutrophil layer
hN or rN 20− 2000µm [25, 32, 66]

Dimension of

biofilm layer
hB or rB 5− 1200µm [6]

Oxygen concentration

at tissue interface
CH 30− 160µm [107]

Oxygen concentration

at air interface
CA 190− 250µm [26]

First-order oxygen consumption

rate for neutrophil
kN 0.001− 0.28s−1 [64]

First-order oxygen consumption

rate for biofilm
kB 0.017− 1.7s−1 [64]

Diffusion coefficient of

oxygen in neutrophil layer
DN 10−5cm2s−1 [108]

Diffusion coefficient of

oxygen in biofilm layer
DB 10−5cm2s−1 [108]
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Table 2.3: Parameter values for simulations

Case
(s−1)

kB
µmhB

(µm2s−1)

DB,DN

(s−1)

kN
µmhN φB φN Scenario

A 0.01 10 1000 0.001 10 0.032 0.01
Both φN ,

φB small

B 0.01 10 1000 0.1 1000 0.032 10 φN dominates

C 0.1 100 1000 0.01 100 1 0.32
Both φB,

φN intermediate

D 1 1000 1000 0.001 10 32 0.01 φB dominates

E 1 1000 1000 0.1 1000 32 10
Both φN ,

φB large

Parallel Slabs Bounded by Oxygen Sources

We study first the flat slab geometry that is bounded by air along one edge

and host tissue on the other. These results correspond to the geometry dia-

grammed in Figure 2.1. The illustrative cases presented in Figure 2.4 suggest

a range of possible outcomes. Concentration minima are predicted in three

of the five cases. Hypoxia at the biofilm-neutrophil interface is predicted in

only one case (Figure 2.4E), and hypoxia internally within the biofilm layer is

predictedin two instances (Figure 2.4D and E). In this simulation, we define

hypoxia as less than 10 mm Hg of oxygen. When the Thiele moduli are rela-

tively small, approximately linear concentration profiles are predicted, see A

and C in Figure2.4. When one or both Thiele moduli is large, concentration

minima and large hypoxic zones are predicted, see B, D and E in Figure2.4.

The dimension of the region of hypoxia in these latter three cases ranges from

approximately 0.5 to 1.7 mm.
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Figure 2.4: Oxygen concentration profiles in slab geometry bounded by air

and host tissue for five illustrative cases as detailed in Table 2.3. Figures A-E

correspond to the lettered cases in the table. Position is the value of depth of

the variable z, with z > 0 corresponding to the biofilm layer and z < 0 to the

neutrophil layer.

To explore these outcomes further, the occurrence of hypoxia was plotted

as a function of the two Thiele moduli (Figure 2.5). Hypoxia develops within

the biofilm (shown in Figure 2.5A) when the biofilm associated Thiele modu-

lus, φB, is greater than about 3. Hypoxia develops at the biofilm-neutrophil

interface if φB > 3 and φN > 0.2 (shown in Figure 2.5B).
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Figure 2.5: Oxygen concentration within the biofilm layer for slab geometry

bounded by an air and host tissue with first-order kinetics presented as a con-

tour plot: (A) minimum concentration within the biofilm; (B) concentration at

the bioiflm-neutrophil interface. Blue denotes values corresponding to hypoxia

(less than 10 mm Hg oxygen); red denotes values that are oxic (greater than or

equal to 10 mm Hg oxygen). Parameter values: CA = 200µm = 127.6 mm Hg,

CH = 40µm = 25.5 mm Hg, kN = 0.01s−1, kB = 0.1s−1, DN = 1000µm2s−1,

DB = 1000µm2s−1, hN ranging from 10 to 1000 µm, hB ranging from 10 to

1000 µm.
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Parallel Slabs with One Side Bounded by Implant

Next, we consider the flat slab geometry that is bounded by an implant

surface along one edge and host tissue on the other. These results correspond

to the geometry diagrammed in Figure 2.2. The concentration of oxygen de-

creases monotonically from the host interface to a minimum at the implant

surface in all of the illustrative cases presented in Figure 2.6. Hypoxia at the

biofilm-neutrophil interface is predicted in two cases (shown in Figure 2.6 B

and E), and hypoxia internally within the biofilm layer is predicted in four

instances (shown in Figure 2.6 A, B, D, and E).

Figure 2.6: Oxygen concentration profiles in slab geometry bounded by an

implant and host tissue for five illustrative cases as detailed in Table 2.3.

Figures A-E correspond to the lettered cases in the table. Position is the value

of depth of the variable z, with z < 0 corresponding to the biofilm layer and

z > 0 to the neutrophil layer.

To explore these outcomes further, the occurrence of hypoxia was plotted

as a function of the two Thiele moduli (Figure 2.7). Hypoxia develops within

the biofilm when either φB or φN exceeds about 1 (shown in Figure 2.7A).

Hypoxia develops at the biofilm-neutrophil interface if φN is larger than about
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0.4 (shown in Figure 2.7B).

Figure 2.7: Oxygen concentration within the biofilm layer for slab geome-

try bounded by an implanted and host tissue with first-order kinetics pre-

sented as a contour plot: (A) minimum concentration within the biofilm; (B)

concentration at the bioiflm-neutrophil interface. Blue denotes values corre-

sponding to hypoxia (less than 10 mm Hg oxygen); red denotes values that

are oxic (greater than or equal to 10 mm Hg oxygen). Parameter values:

CA = 200µm = 127.6 mm Hg, CH = 40µm = 25.5 mm Hg, kN = 0.01s−1,

kB = 0.1s−1, DN = 1000µm2s−1, DB = 1000µm2s−1, hN ranging from 10 to

1000 µm, hB ranging from 10 to 1000 µm.
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Spherical Geometry with a Biofilm Core

Representative oxygen concentration profiles for the concentric spherical

structure (a biofilm core surrounded by a neutrophil shell) are plotted in Figure

2.8. These results correspond to the geometry diagrammed in 2.3. The profiles

decrease monotonically to a minimum at the center of the structure; the lowest

oxygen concentration experienced by the microorganisms occurs at this point.

Hypoxia at the biofilm-neutrophil interface is predicted in two cases (shown

in Figure 2.8 B and E) and hypoxia within the biofilm in three cases (shown

in Figure 2.8 B, D and E). Hypoxia at the center is manifested with φB > 4

or at smaller values of φB if φN is sufficiently large (shown in Figure 2.9 A).

In the spherical geometry, hypoxia at the biofilm-neutrophil interface requires

that φN is greater than approximately 2 (shown in Figure 2.9 B).

Figure 2.8: Oxygen concentration profiles in spherical geometry for five illus-

trative cases as detailed in table 2.3. Figures A-E correspond to the lettered

cases in the table. Position is the value of depth of the variable r.
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Figure 2.9: Oxygen concentration within the biofilm layer for spherical ge-

ometry with first-order kinetics presented as a contour plot: (A) minimum

concentration within the biofilm; (B) concentration at the bioiflm-neutrophil

interface. In this setting, the minima are always at the center of the composite

structure. Blue denotes values corresponding to hypoxia (less than 10 mm Hg

oxygen); red denotes values that are oxic (greater than or equal to 10 mm Hg

oxygen). Parameter values: CA = 200µm = 127.6 mm Hg, CH = 40µm = 25.5

mm Hg, kN = 0.01s−1, kB = 0.1s−1, DN = 1000µm2s−1, DB = 1000µm2s−1,

hN ranging from 10 to 1000 µm, hB ranging from 10 to 1000 µm.
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2.1.5 Conclusion and Discussion

Locally reduced oxygen tension is a common feature of the in vivo biofilm.

We analyzed the reaction-diffusion interactions that underpin the establish-

ment of oxygen concentration gradients in vivo. The results support the con-

jecture that oxygen consumption by both microorganisms in the biofilm and

host neutrophil can contribute to the development of hypoxic conditions in the

vicinity of a biofilm infection. In all three geometries considered (biofilm near

an air interface as in a dermal wound or mucus layer, biofilm on an implanted

medical device, biofilm aggregates dispersed in mucus or tissue), hypoxia was

predicted with a subset of a plausible parameter values representing ranges

of the oxygen consumption kinetics of microorganisms and neutrophil, oxygen

diffusion coefficients, and biofilm and neutrophil region dimensions. Specifi-

cally, realistic conditions were found for all three scenarios analyzed that could

lead to hypoxia at the biofilm-neutrophil interface or hypoxia in the interior

of the biofilm layer.

These calculations suggest that hypoxia may manifest more readily on an

implant (Figure 2.7) than in a wound or lung mucosal biofilm (Figure 2.5). The

reasons for this are simply that the biofilm on the implant is supplied with

oxygen at a lower concentration (in our analysis, 40µm in the tissue rather

than 200µm at the air interface) and the implant is supplied with oxygen from

a single boundary rather than from both sides.

The oxygen concentration gradients we have calculate resemble those mea-

sured experimentally in vivo and ex vivo [124, 56, 65, 23, 53]. Depletion of

oxygen to hypoxic levels (here taken as below 10 mm Hg or 16µm oxygen)

was reported in five of the six measurements summearized in Table 2.3. The

distance over which oxygen concentration decreased from a maximum to min-

imum values ranged from 480 to 8850 microns. These distances are similar to

those used in our calculation Table 2.2. Oxygen gradients measured in mice

with biofilm-infected wound scabs immediately after euthanization found min-

ima in oxygen concentration profils that resemble those predicted here (Figure
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2.4 D and E).

The finding that oxygen concentration at the interface of the biofilm and

neutrophil layers can be diminished to hypoxic levels is biologically relevant

because oxygen depletion will reduce neutrophil killing ability [75, 62, 37, 56].

Neutrophil-mediated killing is dependent in part on the generation of reactive

oxygen species from molecular oxygen. If the environment around a biofilm

contains little oxygen, neutrophils will be impaired in their ability to generate

reactive oxygen species such as hydrogen peroxide and hypochlorous acid.

This impairment will compromise neutrophil ability to control and eliminate

microorganisms.

The finding that hypoxia can readily establish within the biofilm layer is

biologically relevant because this change in environment will likely alter mi-

crobial growth and metabolism. For a facultative anaerobic bacterium such

as P. aeruginosa, oxygen depletion may limit microbial growth. Bacteria that

enter an altered metabolic state in which the organism is less susceptible to

antibiotics [9, 33, 59, 100, 42]. For a voluntary microorganisms such as Staphy-

lococcus aureus, oxygen limitation will likely cause a shift to a fermentative

metabolism [127]. With this shift, the bacterium acquires an advantage as it

can sustain metabolic activity and continue to replicate whereas the host faces

conditions that are not permissive of healing.
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2.2 Biofilm Modeling in Marble Environment

2.2.1 Biofilm on Stone

Biofilm may exist on any solid surface in which sufficient moisture is avail-

able in nature. Rock surfaces freshly exposed to the atmosphere can be colo-

nized by microbial communities forming subaerial biofilms (i.e. biofilm growing

in the open air, rather than in a water environment) [38]. Subaerial biofilms

are made up of many different types of microbial cells, and the microbial con-

nections between cells helps to avoid the loss of energy and nutrients. The

biofilm employs coordinated survival strategies to increase resistance to en-

vironmental factors (e.g. being washed off from the rain) [118]. Recently,

researchers noticed that such kind of microbial communities threatened the

artistic and historical value of certain monuments in Washington, D.C (shown

in figure 2.10). The memorial had a white dome in 2001 (left photo in figure

2.10), while some black blocks were observed on the dome more recently (right

photo in figure 2.10). To understand how biofilm grows on the monuments,

we first build a mathematical model to describe the biofilm living environment

and then add biomass into the model to connect biofilm growth and its living

environment.

Figure 2.10: Photos of Jefferson Memorial in 2001 (left) (Credit: David

Pleacher) and 2017 (right)(Credit: George Rose/Getty Images)
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In the first part of this project, we study the environmental conditions

in which biofilm grow on the surface of marble. Water, light, and carbon

dioxide are essential components for photosynthesis, and we assume light and

carbon dioxide are abundant in the outdoor environment. Water and salt (from

biodeterioration of marble) both exist on the marble and form a solution in

the biofilm living environment on the monument, and they together affect the

concentration of the solution in which biofilm resides. Water on the marble

determines how fast photosynthesis takes place. The masses of the water and

salt (from biodeterioration of marble) in the solution are variables, changing

with the weather data, such as temperature, relative humidity, vapor pressure,

etc. This model connects some of these weather indicators with related masses

by a coupled ODE system of two equations. The first equation describes

the water flux on the air-liquid interface, and the second equation represents

the salt flux on the liquid-stone interface. Solving these two equations with

plausible parameters, we will obtain the mass of water and mass of salt on the

marble surface (biofilm living environment).

For the second part of this project, we further develop the first model by

adding biomass. The biofilm growth rate and the quantity of biomass are the

objects we are interested in. The first equation is changed by subtracting the

water uptake by biomass for photosynthesis from the total amount of water

available in the system, and a new equation is added to describe the biofilm

growth. Solving this system with fixed parameters, we will obtain the mass of

water, salt, and biofilm on the marble.

2.2.2 Deliquescence Process and Deliquescence Model

Deliquescence Process

Water is one of the essential components for photosynthesis, biofilm sur-

vival, and biofilm growth. The amount of liquid or vapor water in the environ-

ment is the first aspect we need to consider. The available water in the system

determines whether photosynthesis takes place, and also results in the increase
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of biomass. We first assume that due to weathering or biodeterioration, there

is a thin layer of salt crystals on the surface of the marble. Such salt that

originates from the earth’s surface plays an essential role in many atmospheric

processes. Both natural and artificial chemicals contribute to the formation

of aerosols, which are composed mostly of sulfate, nitrates, and chlorides in

their pure or mixed form. These inorganic salt aerosols are hygroscopic (ab-

sorb moisture from the air) by nature and deliquescent in the humid air [113].

Deliquescence happens when the atmosphere relative humidity (RH) increases

to a certain threshold, and beyond the threshold, salt crystals start to adsorb

water molecules on their surfaces and dissolved into water to form a thin layer

of salt solution [11].

The humidity threshold of the salt is defined as the critical relative humid-

ity (RH0) of the salt (at a specific temperature) at which such material begins

to absorb moisture from the atmosphere and below which it will not absorb

atmospheric moisture. The relative humidity related to the deliquescence pro-

cess can also be named deliquescence RH or deliquescence point. RH0 is a

material property which depends on the chemical composition and physical

properties of the salt particle, e.g., the molecular mass of the salt, density

of the solution, the solubility of the solvent, and temperature. However, the

conventional measuring methods of RH0 are complicated and tedious, and the

most convenient way so far is to determine the RH0 by measuring air humidity

in equilibrium directly. In this project, we show a mathematical approach to

obtain such critical relative humidity RH0 (later in section 2.2.3), and validates

the values with the existed data.

From the view of thermodynamics, the phenomenon of deliquescence oc-

curs when the vapor pressure of the solution that is formed is less than the

partial pressure of the water vapor in the air because of the affinity of the salt

for water. Vapor pressure is defined as the pressure exerted by a vapor in ther-

modynamic equilibrium with its condensed phases at a given temperature in

a closed system. The vapor pressure is an indication of a liquid’s evaporation

rate, and it relates to the tendency of particles to escape from the liquid (or a
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solid). The vapor pressure of a gas is a measure of thermodynamic activity of

the gas’s molecules. In thermodynamics, the chemical potential is

µ = µ0 +RT ln(p0),

where µ0 is the standard chemical potential, R is the gas constant, T is the

temperature, and p0 is the vapor pressure of pure water. Let µsol be the chem-

ical potential of the water in the saturated solution. The difference between

the chemical potential of the water in the solution and pure water can be

expressed as

µsol − µ = RT ln

(
psol
p0

)
, (2.17)

where psol is the vapor pressure of the solution which is an indication of the

evaporation rate. Since psol < p0 (by Raoult’s law explained in chapter 2.2.3),

the chemical potential or thermodynamic activity of the solution is lower than

that of pure water. When the vapor pressure exceeds psol, or equivalently

when the relative humidity from the surrounding exceeds RH0, condensation

of water occurs in the system, which raises the vapor pressure of the solution

to that of the surrounding vapor pressure. Dissolution of the solid brings

the vapor pressure back to critical relative humidity (RH0) and following this

pattern, dissolution and condensation take effect until all the available salt

dissolves in the solution. Equilibration with the atmosphere is reached when

complete dissolution has occured.
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Figure 2.11: Diagram of the interaction of salt solid with water vapor

in the atmosphere with different relative humidity values, where RH0 =

deliquescence relative humidity and RH = atmosphere relative humidity.

When RH < RH0, salt adsorb minimal amounts of moisture at surfaces.

Upon increasing the RH to RH0, more vapor is adsorbed at the surface, and

the salt will dissolve until saturation is reached.

Deqliquescence Model

As a result of the deliquescence procedure, water molecules adsorbs on the

surface of the salt molecules and forms a saturated solution (shown in Figure

2.11). The salt/marble, liquid, and air form a three-layered dynamical system

coupled with molecular phase changes (shown in Figure 2.12). Condensation

and evaporation happen at the air-liquid interface, while dissolution and pre-

cipitation occur at the salt/stone-liquid interface. The mathematical models

we derive later are based on this geometry and considered the dynamics of

phase changes at the two interfaces.
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Figure 2.12: Three-layered dynamics of air, liquid, and salt/stone. Water

condensation and evaporation happen at the air-liquid interface, while salt

dissolution and precipitation occur at the salt/stone-liquid interface. Biofilm

exists on the salt layer and immersed in the solution. The cartoon is demon-

strating the phase changes and is not drawn to scale.

2.2.3 Deliquescence Model without Biofilm

Model Setup

We first consider a deliquescence model without biofilm, and we will add

the biomass into the system in the next section. Let mw(t) be the mass in kg

of the pure water in the solution on a unit area on marble, and ms(t) be the

mass in kg of the salt in the solution on a unit area . We derived a system of

ODEs for the flux of water and salt on two interfaces.

We first consider phase changes on the air-liquid interface modeled with

the Hertz-Knudsen equation (HK) [63].

Hertz-Knudsen Equation

The HK equation (as derived by Knudsen and Hertz in 1956) follows from

kinetics theory for gases via the formula giving the number of molecules hitting
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the liquid-air surface at equilibrium, per unit area and unit time. The HK

equation is

m′w(t) =

√
M

2πkB

(
σc

Pv√
TV
− σe

Ps(TL)√
TL

)
. (2.18)

In equation (2.18), on the left hand side, m′w(t) is the mass flux of water,

while on the other side of the equation is the evaporation and condensation

rates. When m′w(t) > 0, condensation dominates the equation, and the mass

of water increases. Conversely, when m′w(t) < 0, evaporation dominates, and

the mass of water decreases. In equation (2.18), M is the mass of a water

molecule, kB is the Boltzmann constant, Tv is the vapor temperature, TL is

the solution temperature, Pv is the vapor pressure, and Ps is the vapor pressure

of solution. In this system, we have a thin layer of solution between stone and

air, so we assume that the ambient temperature in the air and the temperature

in the solution are the same, say TV = TL = T .

σc is the condensation coefficient for condensation and σe is the evapora-

tion coefficient for evaporation. The evaporation and condensation coefficients

indicate the fraction of molecules that strike the interface and change phases

from their initial liquid or vapor states, respectively. If each particle that col-

lided with the interface were to change phase, then the coefficients would have

a value of unity. The factors represent the ratio of the actual unidirectional

flux compared to the maximum flux predicted from classical kinetic theory

(CKT) [76]. CKT describes gas as a large number of submicroscopic particles

(atoms or molecules), all of which are in constant, rapid, random motion. The

randomness arises from the particles’ many collisions with each other and with

interfaces between two phases. Following CKT, the values of σe and σc must

be between 0 and 1 and many investigators have assumed [79]:

σe = σc = σ = 0.243. (2.19)
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Relative Humidity and Pressure

There are two pressure terms in equation 2.18. The vapor pressure Pv is

defined as the pressure exerted by vapor in thermodynamic equilibrium with its

condensed phase (liquid in this case) at a given temperature in a closed system,

and this can be directly measured or approximated by relative humidity and

temperature. By definition, the actual vapor pressure can be calculated with

saturated vapor pressure multiplied by the relative humidity which is one of

the most important parameters associated with the deliquescence model.

The definition of relative humidity is

RH =
Pv(T )

Pvsat(T )
, (2.20)

where Pv(T ) is the vapor pressure at temperature T and Pvsat(T ) is the satura-

tion vapor pressure at temperature T . Monteith and Unsworth [78] provided

an approximation of the function for saturation vapor pressure (Pvsat(T )) of

water from experiments in 2008 by,

Pvsat(T ) = 0.61078e
17.27T
T+237.3 . (2.21)

Thus from equation (2.20) and (2.21), we have

Pv(T ) = RH · 0.61078e
17.27T
T+237.3 . (2.22)

Equation (2.22) calculates the vapor pressure of water, where temperature T

is in degrees Kelvin and saturation vapor pressure Pvsat is in KiloPascals.

The vapor pressure of solutions Ps(T ) of a non-volatile solute is equal to

the vapor pressure of the pure water at that temperature multiplied by its

mole fraction rw which describes the percentage of water molecules over all

molecules in the solution

rw =
mw
Mw

mw
Mw

+ ms
Ms

, (2.23)

where Mw, Ms are the molar masses for a water molecule and a salt molecule,

and mw and ms are the masses of water and salt in the solution. The relation-
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ship between vapor pressure and solution composition is therefore,

Ps(T ) = rwPvsat(T ),

=
mw
Mw

mw
Mw

+ ms
Ms

Pvsat(T ),

If the solution contains only a single nonvolatile solute (salt), then rw + rs =

1 [41], where rs is the mole fraction of the salt molecule (similar to equation

(2.23)). Now we have,

Pv(T ) = RH · Pvsat(T ) = RH · 0.61078e
17.27T
T+237.3 , (2.24)

Ps(T ) = rwPvsat(T )

= rw · 0.61078e
17.27T
T+237.3

= (1− rs) · 0.61078e
17.27T
T+237.3 . (2.25)

Noyes-Whitney Equation

m′s(t) = D

(
Cs −

ms

mw

ρs(mw,ms)

)
. (2.26)

Equation (2.26) is named the Noyes-Whitney equation [84] after their ex-

periment in 1897, which relates the rate of dissolution of solids to the properties

of the solid and the dissolution medium. Equation (2.26) relates the rate of

dissolution of solids to the properties of the solid and dissolution medium. In

this equation, Cs is the solubility of the salt in water and D is the traveling

velocity. The traveling velocity describes how fast salt molecules dissolve in

the water, which depends on chemical and physical properties. Solubility is

the capacity of a solute to dissolve in a pure solvent, i.e., the maximum amount

of solute that the pure solvent can hold in solution at a specified temperature

in degree Kelvin. Beyond solubility, salt molecules can exist tenuously in a

supersaturated concentration, but will eventually revert to the solvent’s true

capacity. ρs(mw,ms) is the density function of the salt solution which depends

on the water mass and salt mass. Therefore, when Cs >
ms
mw
ρs(mw,ms), the
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solution is undersaturated, salt dissolves into the solution, and the mass of salt

in the solution increases. Conversely, when Cs <
ms
mw
ρs(mw,ms), the solution

is supersaturated, salt precipitates out of solution, and the mass of salt in the

solution decreases. In the Noyes-Whitney equation, they assumed that there

is infinitely available salt in the system. However, in our model, we modified

Equation (2.26) by multiplying a constraint for the availability of salt (max-

imum amount of salt exists in the system) to limit the volume of dissolved

salt (in the real case, there is a limited amount of salt on the marble). The

modified Noyes-Whitney equation is

m′s(t) = D

(
Cs −

ms

mw

ρs(mw,ms)

)(
1− ms(t)

mmax
s

)
. (2.27)

We use equation (2.27) to describe the salt flux m′s(t) on the stone-liquid

interface in the deliquescence model. mmax
s is the total amount of salt available

in the system. Since the density of the solution does not affect the concen-

tration too much and is close to water density, to simplify the model, we

approximate the salt solution density with the density of the pure water ρ0 at

room temperature for the analysis and simulation.

ODE system

After the above discussion and simplification, equations (2.18) and (2.27)

become

m′w(t) = σE

√
M

2πkBT

(
RH −

mw
Mw

mw
Mw

+ ms
Ms

)
, (2.28)

m′s(t) = D

(
Cs −

msρ0
mw

)(
1− ms

mmax
s

)
, (2.29)

where

E = 0.61078e
17.27T
T+237.3 .

By solving the above ODE system with plausible parameters, we have the

mass of the pure water on the top of marble and the mass of the dissolved
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salt in the solution. These two quantities determine whether photosynthesis

takes place (in the deliquescence model with biofilm) or not, which is related

to biofilm growth.

To have a better understanding of the solution behavior, we solve the

equilibrium points for this system and then check the stability of these points

after perturbation. Since stable and unstable equilibria play different roles in

the dynamics system, it is useful to classify equilibrium points based on the

stability.

Table 2.4: List of Parameters

symbol name test value(description) unit

M
mass of single

water molecule
3× 10−26 kg

Mw

molar mass

of water
18 k ·mol−1

Ms

molar mass

of salt
depends on the salt k ·mol−1

σe
mass accommodation coefficient

for evaporation
0.243 [79]

σc
mass accommodation coefficient

for condensation
0.243 [79]

kB Boltzmann constant 1.38× 10−23 kgm2s−2K−1

Tv Air temperature 300 (26) K(C)

TL Solution temperature 300 (26) K(C)

RH relative humidity variable

Pv(T ) vapor pressure in the air variable kgms−2

Ps(T ) vapor pressure in the solution variable kgms−2

Cs solubility of the salt in water depends on the salt kgm−3

D diffusion coefficient depends on the salt m2s−1

ρs density of the solution 1000 kgm−3

mmax
s total amount of salt 10 kg
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Equilibrium Solution

To determine the equilibria of the ODE system, let mw and ms be time

independent (long time behavior), and set m′w(t) = 0 and m′s(t) = 0. After

substituting Ps(T ), and Pv(T ) into the equation, we have

0 = m′w(t) = σE

√
M

2πkBT

(
RH −

mw
Mw

mw
Mw

+ ms
Ms

)
, (2.30)

0 = m′s(t) = D

(
Cs −

msρ0
mw

)(
1− ms

mmax
s

)
. (2.31)

Critical RH for Deliquescence (RH0)

There are three equilibrium solutions for the above system corresponding

to high RH, low RH and the critical RH cases. The critical RH (RH0) can be

obtained by solving the equilibrium equation (equation (2.30)) at RH = RH0.

Let meq
w , meq

s be the equilibrium solution, solving equation (2.30) we have,

RH0 =
meqw
Mw

meqw
Mw

+ meqs
Ms

, (2.32)

Cs =
meq
s

meq
w
ρ0. (2.33)

From equation (2.33) we have,

meq
s =

Csm
eq
w

ρ0
, (2.34)

which is the relation between the meq
s and meq

w .

Substituting the equation (2.34) into equation (2.32) we have,

RH0 =
Msρ0

Msρ0 + CsMw

. (2.35)

From equation (2.35), we know that the RH0 depends on physical properties

of the salt, such as molar mass (Ms) and the solubility of the salt (Cs). For

different kinds of salt in table 2.5, RH0 varies, andRH0 values for different salts

determine reqw (molar ratio of the number of water molecules among the number

of all the molecules) in the system. Also, under the same RH condition, the
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salt with lower RH0 adsorb more water molecules on the surfaces. For different

RH values, compared with RH0, we have three following cases:

• When RH > RH0, m
′
w(t) > 0. In this case, we have an increasing

amount of water because condensation dominates equation (2.28). The

increases in mw lower the solution concentration, correspondingly, salt

starts to dissolve into the solution, and in equation (2.29) m′s(t) > 0.

Therefore both of the masses increase until all the available salt dissolves

into the solution as shown in figure (2.18) from the simulation. Once all

the available salt dissolved, ms(t) = mmax
s and mw(t) stops growing.

• When RH < RH0, m
′
w(t) < 0. In this case, evaporation of water dom-

inates equation (2.28), and water mass decreases. As a consequence,

the solution becomes supersaturated and salt precipitates. Therefore

both of the masses decreases to zero as shown in figure (2.19) from the

simulation.

• When RH = RH0, m
′
w(t) = 0. There are no mass fluxes on the air-liquid

and stone-liquid interfaces.

Table 2.5: Possible Dissoluble Chemical Salts on Marble

Chemicals Name
Molecular

weight

Solubility

(kg/m3)

Critical RH

(RH0)

NaCl Sodium chloride 59 359 0.4772

Ca(NO2)2 Calcium nitrite 132 845 0.4646

Ca(NO3)2 Calcium nitrate 236 1212 0.5040

Ca(Cl)2 Calcium chloride 111 745 0.4529

Ca(HCO3)2 Calcium bicarbonate 162 166 0.8442

CaSO4 Calcium sulfate (gypsum) 172 2.55 0.9973

Comparing the result of the RH0 for Ca(Cl)2 with the value found by

Gough et al in 2016 [39], the value we obtained is in the range of their exper-
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imental result (53.3% ± 12.5%). Also, comparing the RH0 we have in Table

2.5 for calcium nitrate with the data they got from experiment, there is a 4%

difference.

Equilibrium Solutions

There are three equilibria in this system. We will analyze their stability in

the next section.

• Case (1). When RH = RH0, and Cs = meqs ρ0
meqw

, the equilibrium solution

is

meq
s =

Csm
eq
w

ρ0
.

In this case, the percentage of vapor in the air equals to the percentage

of water molecules in the solution. At this equilibrium point, there are

infinitely many solutions, because the meq
s and meq

w are proportional to

each other (shown in figure 2.13). As long as we know one of the two

quantities, using equation (2.34), we can find the other one. Physically,

we obtained infinitely many solutions because the percentage of pure

water in the solution, the percentage of pure water in the air (RH), and

RH0 equals to each other.
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Figure 2.13: Phase portrait of the equation at RH = RH0, and the nullclines

of the two odes coincide. There are infinitely many equilibrium points, and all

the equilibrium points satisfy the linear relation meq
s = Csm

eq
w

ρ0
(marked on the

red line).

• Case (2). When RH > RH0, and meq
w = mmax

s , the equilibrium solution

is

meq
s = mmax

s ,

meq
w =

RH

1−RH
Mw

Ms

mmax
s .
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Figure 2.14: Phase portrait of the equilibirum case when RH = 0.95 > RH0,

the red dot is the equilibrium solution. In this case, at the equilibrium, all

the available salt dissolved in the solution and the meq
w depends on the RH

(0.95 in the simulation). The left figure shows the streamline on the domain

([0, 30]× [0, 10]) (mmax
s = 10), while the right one shows the vector field near

the equilibrium point. All the streamlines go towards the red dot.

• Case (3). When RH < RH0, the critical point of the system is

meq
w = 0,

meq
s = 0,

which is also a singular point of the dynamic system because the system
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is not well-defined at (0, 0).
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Figure 2.15: Phase portrait of the equilibirum case when RH = 0 < RH0,

meq
w = 0 and meq

s = 0 is the singular point of the system. In this case, there is

no water in the system, and all the salt is in the solid phase. The left figure

shows the streamline on the domain ([0, 10] × [0, 10]) (mmax
s = 10), while

the right one shows the vector field near the singular point. All the vectors

approach (0,0)

Stability Analysis

Stability theory addresses the stability of solutions of differential equations

and of trajectories of dynamical systems under small perturbations of initial

conditions. In dynamical systems, an orbit is called Lyapunov stable if the

forward orbit of any point is in a small enough neighborhood or it stays in a

small neighborhood. Conversely, if the system moves away from the equilib-

rium after small perturbations, then the equilibrium is unstable.
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Case 1: Critical RH

For equilibrium case (1), we have an equilibrium solution

meq
s =

Cs
ρ0
meq
w . (2.36)

To check the stability of the solution in this case, perturb ms and mw around

the equilibrium points, and set

ms = meq
s + m̃s, (2.37)

mw = meq
w + m̃w. (2.38)

We substitute equation (2.37) and (2.38) into equation (2.28), and after ignor-

ing the higher order terms, we have

d

dt
m̃w =σE(T )

√
M

2πkBT

(
RH − 1 +

(meq
s + m̃s)Mw

(meq
s + m̃s)Mw + (meq

w + m̃w)Ms

)
=σE(T )

√
M

2πkBT

(
RH − 1 +

(meq
s + m̃s)Mw

meq
wMs +meq

s Mw

(
1− m̃wMs + m̃sMw

meq
wMs +meq

s Mw

))
=σE(T )

√
M

2πkBT

(
m̃sMw

meq
wMs +meq

s Mw

− (1−RH)
m̃wMs + m̃sMw

meq
wMs +meq

s Mw

)
=

(
σE(T )

√
M

2πkBT
(RH − 1)

Ms

meq
wMs +meq

s Mw

)
m̃w

+

(
σE(T )

√
M

2πkBT
(RH)

Mw

meq
wMs +meq

s Mw

)
m̃s.

Similarly, substitute into equation (2.29), we have

d

dt
m̃s = D

(
Cs −

meq
s + m̃s

meq
w + m̃w

ρ0

)(
1− meq

s + m̃s

mmax
s

)

= D

Cs − (meq
s + m̃s)ρ0

meq
w

(
1 + m̃w

meqw

)
(1− meq

s + m̃s

mmax
s

)

= D

(
−m̃sρ0 + Csm̃w

meq
w

)(
1− meq

s + m̃s

mmax
s

)
= D

(
(meq

s −mmax
s )ρ0

meq
wmmax

s

m̃s +
Cs(m

max
s −meq

s )

meq
wmmax

s

m̃w

)
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Let

A =
σE(T )

√
M

2πkBT

meq
wMs +meq

s Mw

,

and

B =
D(mmax

s −meq
s )

meq
wmmax

s

.

Note, A,B > 0. We have the linearized system

d

dt

[
m̃w

m̃s

]
=

[
A(RH0 − 1)Ms ARH0Mw

BCs −Bρ0

][
m̃w

m̃s

]
.

When RH0 = Msρ0
Msρ0+CsMw

, the determinant of the matrix is 0, and the two

eigenvalues are,

λ1 = 0,

λ2 = A(RH0 − 1)Ms −Bρ0 < 0.

Since one of the eigenvalues is zero, to determine the stability of the equilibrium

we need to investigate the 2nd order of the perturbed equation.

d

dt
m̃w =A ((RH0 − 1)Ms)m̃w + (MwRH0)m̃s)

+
A

meq
w

(
MsRH0m̃

2
w +MwRH0m̃wm̃s

)
, (2.39)

d

dt
m̃s =B (−ρ0m̃s + Csm̃w)

+
B

meq
s (mmax

s −meq
s )

(
(Cs(m

max
s −meq

s )− ρ0)m̃2
s

)
− B

meq
s (mmax

s −meq
s )
Csm̃wm̃s. (2.40)
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Figure 2.16: The phase portrait with streamlines for equation (2.39) and

(2.40). If we put the initial points close enough around the origin, the points

will converge to the equilibrium point eventually. Therefore, in the critical RH

case, the system is stable. The mass of water and the mass of salt will come

back to the red line in figure (2.13)

Case 2: High RH

For equilibrium case (2), we have an equilibrium solution

meq
s = mmax

s ,

meq
w =

RH

1−RH
Mw

Ms

mmax
s .

Substituting the equilibrium solution into the linearized matrix after pertur-

bation, we have

d

dt

[
m̃w

m̃s

]
= σE(T )

√
M

2πkBT

[
−(1−RH)2 Ms

mmaxs Mw

RH(1−RH)
mmaxs

,

0 0

][
m̃w

m̃s

]

with eigenvalues

λ1 = 0,
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and

λ2 = −(1−RH)2
Ms

mmax
s Mw

< 0.

Since one of the eigenvalues is zero, we further investigate the second order

terms from the perturbed equations. Substitute the equilibrium solution into

equation (2.39) and (2.40), we have

d

dt
m̃w =

σE(T )
√

M
2πkBT

(1−RH)

mmax
s Mw

(
−RHMwm

max
s m̃w +

(
(RHMw)2mmax

s

(1−RH)Ms

)
m̃s

)

+
σE(T )

√
M

2πkBT
(1−RH)

mmax
s Mw

(
MsRHm̃

2
w +MwRHm̃wm̃s

)
,

d

dt
m̃s =

D(1−RH)Ms

(RHMw + (1−RH)Ms)(mmax
s )2

(
(ρ0 − Cs)m̃2

s − Csm̃wm̃s

)
.
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Figure 2.17: The phase portrait with streamlines for the above ODE system

of m̃s and m̃w. If we perturbed the solutions close enough to the origin,

the perturbation converges to zero. Therefore, the system is stable at high

RH, and the perturbation around the equilibria will converge to the red dot

(equilibrium point) in Figure (2.14)

.
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Case 3: Low RH

For case (3), we have a critical solution

meq
w = 0,

meq
s = 0.

To find the stability at the singular point, let

m̃w = meq
w + ε = ε,

m̃s = meq
s + δ = δ.

Since for low RH, evaporation dominates equation (2.28), the water mass de-

creases over time. Therefore, along the x-axis in figure (2.15), the vector field

always points to the origin. As water mass decreases, salt precipitates out.

Hence, in order to find the condition of having negative direction of the vector

field along y-axis, substitute m̃w and m̃s into equation (2.29) and set m′s(t) < 0,

we have

δ′(t) = D

(
Cs −

δρ0
ε

)(
1− δ

mmax
s

)
< 0, , (2.41)

and

δ >
εCs
ρ0

. (2.42)

As long as the perturbation is in the region bounded by δ > εCs
ρ0

, we have

the decreases in ms(t). While this is not enough to show equation (2.41)

approaches the singular point. Now, look at the equation (2.41) in terms of δ

(ms) only to see if the critical points are stable. The critical points are

δ =
εCs
ρ0

,

and

δ = mmax
s .

• When εCs
ρ0

< δ < mmax
s , δ′(t) is negative and approaches the critical point

εCs
ρ0

.
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• When 0 < δ < εCs
ρ0

, δ′(t) is positive, and approaches the critical point

εCs
ρ0

.

Look at the limit of the critical point εCs
ρ0

when ε approaches zero, we have

lim
ε→0

δ = lim
ε→0

εCs
ρ0

= 0. (2.43)

We can conclude that when 0 < δ < mmax
s , the solution approaches the critical

point of the equation (2.41). And moreover, the critical point approaches zero

when evaporation dominates equation 2.28 (RH < RH0). Hence the singular

point (0,0) is stable.

Model Simulation

If we assume the salt on the stone is calcium nitrate (Ca(NO2)2), the

critical relative humidity (RH0) is 0.4646 or 46.46% (Table (2.5)).

Figure 2.18: Water mass (left) and salt mass (right). Parameters: see table

2.4 and RH = 90% > RH0. Initial condition: mw = 0.1kg, ms = 0.1kg. Since

the actual RH is greater than RH0, water mass and salt mass increase in time.

All the available salt in the system dissolves into the water and water vapor

condenses into the solution to reach the equilibrium point for high RH.
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Figure 2.19: Water mass (left) and salt mass (right). Parameters: see table

2.4 and RH = 40% < RH0. Initial condition: mw = 0.1kg, ms = 0.1kg.

When the actual RH is lower than RH0, both of the masses decrease to zero

(the singular point) in time. Salt precipitates into solid phase and water in

the solution evaporates into the air.
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2.2.4 Deliquescence Model with Biofilm

In this model, we add biomass into consideration. Biofilm growth uptakes

water and CO2, while here we assume CO2 is in abundance, and water mass

in the system is the only constraint for biofilm growth.

Liquid

without biofilm with biofilm

Biofilm

Liquid

Marble

Figure 2.20: Comparison of bare marble and biofilm covering marble

Model Setup

The ODE system for deliquescence model with biofilm is

m′w(t) =

√
M

2πkB

(
σc

Pv√
TV
− σe

Ps(TL)√
TL

)
− ηmb(t)mw(t), (2.44)

m′s(t) = D

(
Cs −

ms(t)ρ0
mw(t)

)(
1− ms(t)

mmax
s

)
, (2.45)

m′b(t) = ηY mw(t)mb(t)

(
1− mb(t)

N

)
, (2.46)

where mb is the biomass in the system, η is the photosynthesis rate which is

small, Y is the yield constant between units, and N is the carrying capacity of

biofilm. The carrying capacity of biofilm in the environment is the maximum

population size that the environment can sustain indefinitely, given the food,

habitat, water, and other necessities available in the environment. We consider

that biofilm growth consumes water and CO2, therefore we have an extra term

in equation (2.44) describes the water uptake during the process. Equation

(2.46) describes the growth of biomass. Biomass increases when there is avail-

able water in the environment and the biomass is below the carrying capacity,

while it stops growing otherwise. This term is different from the water uptake

term from photosynthesis in equation (2.44) by multiplying a logistic term
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1 − mb(t)
N

to limit the exponential growth of biomass. When biomass reaches

its carrying capacity, biomass stops increases but the existed biofilm uptakes

water to survive (in chapter 2.3, we consider the death rate of biomass).

After simplification with the same settings from the previous model, we

have,

m′w(t) = σE

√
M

2πkBT

(
RH −

mw(t)
Mw

mw(t)
Mw

+ ms(t)
Ms

)
− ηmb(t)mw(t), (2.47)

m′s(t) = D

(
Cs −

ms(t)ρ0
mw(t)

)(
1− ms(t)

mmax
s

)
, (2.48)

m′b(t) = ηY mw(t)mb(t)

(
1− mb(t)

N

)
. (2.49)

Critical Relative Humidity

To find the RH0 in this model, let mw(t), ms(t), and mb(t) be time inde-

pendent. Set m′w(t) = 0, m′s(t) = 0, and m′b(t) = 0, we have

0 = m′w(t) = σE

√
M

2πkBT
(RH − rw)− ηmbmw, (2.50)

0 = m′s(t) = D

(
Cs −

msρ0
mw

)(
1− ms

mmax
s

)
, (2.51)

0 = m′b(t) = ηY mbmw

(
1− mb

N

)
. (2.52)

When RH = RH0, solving equation (2.50 - 2.52), we have

RH0 =
meqw
Mw

meqw
Mw

+ meqs
Ms

+
ηmeq

b m
eq
w

σE(T )
√

M
2πkBT

. (2.53)

Compared with the RH0 (equation (2.53)) derives from the model without

biofilm, RH0 increases in this model. The second term in the expression ofRH0

is the increment of relative humidity under the influence of photosynthesis.

Biofilm growth uptakes water and lower the ratio of the number of water

molecules among all the molecules (rw), which means we need to have a higher

RH0 to balance the equilibrium. Since
ηmeqb m

eq
w

σE(T )
√

M
2πkBT

≥ 0, RH0 might be slightly
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greater than 1 when RH = 100% (rw = 1 at equilibrium), in this case RH

is always smaller than RH0. Under this circumstance, the system could be in

low RH case (case (4)), and the solution of the system decreases to zero even

with relatively high RH.

• When RH > RH0, m
′
w(t) > 0. Water mass increases because con-

densation dominates equation (2.50). The ratio c(t) decreases as mw

increases, as a result, salt dissolution dominates equation (2.51) and

m′s(t) > 0. The masses of salt and water increase until all the available

salt dissolves into the solution and biomass reaches the carrying capacity.

• When RH < RH0, m
′
w(t) < 0. Evaporation of water dominates equa-

tion (2.50), and we have a decreasing amount of water. As water mass

decreases, the solution becomes supersaturated, and salt precipitates at

the same time. Therefore both of the masses decrease to zero and biofilm

stops growing. However, it is possible that RH0 > 1, and we will never

reach a relative humidity which exceeds the RH0.

• When RH = RH0, m
′
w(t) = 0. There are no mass fluxes on the air-liquid

and stone-liquid interfaces, while as long as the water mass does not hit

zero and biomass below the carrying capacity, we still have the increase

in biomass.

Equilibrium Solution

• Case (1). When mb = 0, there is no biomass in the system. This model

is as the same as the previous model which has three sub cases.

– When RH = RH0, the equilibrium solutions are

meq
s =

Cs
ρ0
meq
w ,

meq
b = 0.
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– When RH > RH0, the equilibrium solutions are

meq
w =

RH

1−RH
Mw

Ms

mmax
s ,

meq
s = mmax

s ,

meq
b = 0.

– When RH < RH0, the equilibrium solutions are

meq
w = 0,

meq
s = 0,

meq
b = 0.

• Case (2). When RH = RH0 =
m
eq
w

Mw
m
eq
w

Mw
+
m
eq
s

Ms

+
ηmeqb m

eq
w

σE(T )
√

M
2πkBT

, Cs = meqs ρ0
meqw

,

meq
b = N , the equilibrium solutions for case (2) are

meq
w =

(
RH0 − 1

1+CsMw
ρ0Ms

)
σE(T )

√
M

2πkBT

ηN
,

meq
s =

Cs
ρ0
meq
w ,

meq
b = N.

The critical case in the model without biofilm has infinitely many solu-

tions, while here the solution is unique. In the previous case, we obtain

the steady state as long as RH equals to the percentage of the number

of water molecules among all the molecules in the solution, but this case

we have biomass involved and it will uptake water to break the stability.

Hence, the solution is unique.

• Case (3). When RH > RH0 =
m
eq
w

Mw
m
eq
w

Mw
+
m
eq
s

Ms

+
ηmeqb m

eq
w

σE(T )
√

M
2πkBT

, meq
s = mmax

s ,
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meq
b = N , the equilibrium solutions for case (3) are

meq
w =

(
RH0 − 1

1+CsMw
ρ0Ms

)
σE(T )

√
M

2πkBT

ηN
,

meq
s = mmax

s ,

meq
b = N.

• Case (4). When RH < RH0, m
eq
w = 0, meq

s = 0. The equilibria for case

(4) is

meq
w = 0,

meq
s = 0,

meq
b = K,

where K is a number between 0 and carrying capacity N . When the

masses of water and salt are zero, the system reaches the equilibrium and

the mass of biofilm stays the same which does not affect the stability.

Also, this critical point is a singularity of the system.

Stability Analysis

To check the stability of the equilibrium solutions, perturb ms, mw, and

mb around the equilibra, and set

ms = meq
s + m̃s, (2.54)

mw = meq
w + m̃w, (2.55)

mb = meq
b + m̃b. (2.56)

Substituting equation (2.54) - (2.56) into equation (2.44) - (2.46) and ignoring

the higher order terms, we have,
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d

dt
m̃w =

σE(T )
√

M
2πkBT

(RH − 1)Ms

meq
wMs +meq

s Mw

− ηmeq
b

 m̃w

+

σE(T )
√

M
2πkBT

RHMw

meq
wMs +meq

s Mw

 m̃s − ηmeq
w m̃b, (2.57)

d

dt
m̃s = D

(
(meq

s −mmax
s )ρ0

meq
wmmax

s

m̃s +
Cs(m

max
s −meq

s )

meq
wmmax

s

)
m̃w, (2.58)

d

dt
m̃b = Y

(
ηmeq

w −
2η

N
meq
wm

eq
b

)
m̃b + Y

(
ηmeq

b

(
1− 1

N

))
m̃w. (2.59)

We can write the above equations as a linear system

d

dt


m̃w

m̃s

m̃b

 =


AMs(RH − 1)− ηmeq

b AMwRH −ηmeq
w

BCs −Bρ0) 0

Y ηmeq
b

(
1− 1

N

)
0 Y ηmeq

w

(
1− 2

N
meq
b

)


m̃w

m̃s

m̃b

 ,
where

A =
σE(T )

√
M

2πkBT

meq
wMs +meq

s Mw

> 0,

B =
D(mmax

s −meq
s )

meq
wmmax

s

> 0,

Note A,B > 0 Case 1: No biofilm

When meq
b = 0, there are three sub cases corresponding to different RH.

Sub Case 1: Critical RH

The perturbed matrix of the system is

d

dt


m̃w

m̃s

m̃b

 =


AMs(RH − 1) AMwRH −ηmeq

w

BCs −Bρ0) 0

0 0 ηmeq
w



m̃w

m̃s

m̃b

 .
The eigenvalues of the above matrix are:

λ1 = 0,

λ2 = A(RH − 1)Ms +−Bρ0 < 0,

λ3 = ηmeq
w > 0,
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and eigenvectors

v1 =


− MwRH
Ms(RH−1)

1

0

 , v2 =


A(RH−1)Ms

BCs

1

0

 ,

v3 =


ηmeqw +Bρ0

BCs

1
(AMs(RH−1)−ηmeqw )(ηmeqw +Bρ0))+ABCsMwRH

BCsηm
eq
w

 .
The first two eigenvalues λ1 and λ2 are as the same as the critical RH case

without biofilm, and the last eigenvalue λ3 is related to photosynthesis and

biofilm growth. Since λ3 is positive, the equilibrium point in this case is a

saddle point which is unstable. Correspondingly, the third entry in eigenvector

v3 is the growth of biofilm.

Sub Case 2: High RH

For the high RH case, we have an equilibrium solution

meq
s = mmax

s ,

meq
w =

RH

1−RH
Mw

Ms

mmax
s ,

meq
b = 0.

The perturbed matrix of the system is

d

dt


m̃w

m̃s

m̃b

 =


−C(1−RH)2 Ms

mmaxs Mw
C RH(1−RH)

mmaxs
−ηmeq

w

0 0 0

0 0 ηmeq
w



m̃w

m̃s

m̃b

 ,
where C = σE(T )

√
M

2πkBT
. The above matrix has eigenvalues

λ1 = 0,

λ2 = −C(1−RH)2
Ms

mmax
s Mw

< 0,

λ3 = ηmeq
w > 0,
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and eigenvectors

v1 =


− MwRH
Ms(RH−1)

1

0

 , v2 =


1

0

0

 , v3 =


ηmeqw

−C(1−RH)2 Ms
mmaxs Mw

−ηmeqw

0

1

 .
The first two eigenvalues (λ1, λ2) and eigenvectors (v1, v2) are the same as

the high RH case without biofilm (case 2 in the previous model, see chapter

2.2.3), and the last one is related to photosynthesis and biofilm growth. λ3

is the positive eigenvalue, and along the eigenvector v3, the water turn into

biomass if it doesn’t reach the carrying capacity. Therefore, the system is

unstable.

Sub Case 3: Low RH

For low RH case, we have an equilibrium solution

meq
w = 0,

meq
s = 0,

meq
b = 0.

To find the stability at the singular point, let

m̃w = meq
w + ε1 = ε1,

m̃s = meq
s + ε2 = ε2,

m̃b = meq
b + ε3 = ε3.

Since for low RH, evaporation dominates equation (2.47), the water mass de-

creases over time. Therefore, along direction of the vector space of water mass,

the vector field always points to the negative direction. The growth of biomass

is depending on the water mass, and so far, we assume the biomass is non-

decreasing. Once water mass decreases to zero, the biomass stops growing.

In order to find the condition of having negative direction of the vector field

along the direction of the vector field of salt mass, substitute ε1 and ε2 into

equation (2.48) and set ε′2(t) < 0, we have

ε′2(t) = D

(
Cs −

ε2ρ0
ε1

)(
1− ε2

mmax
s

)
< 0. (2.60)
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we need

Cs <
ε2ρ0
ε1

,

As long as the perturbation is in the region bounded by ε2 >
ε1Cs
ρ0

, we

have the decreases in ε2. While this is not enough to show equation (2.60) is

approaching the singular point. Now, look at the equation (2.60) in terms of

ε2 (ms) only to see if the critical points are stable. The critical points are

ε2 =
ε1Cs
ρ0

,

and

ε2 = mmax
s .

• When ε1Cs
ρ0

< ε2 < mmax
s . Equation (2.60) is negative, and approaches

the critical point ε1Cs
ρ0

.

• When 0 < ε2 <
ε1Cs
ρ0

. Equation (2.60) is positive, and approaches the

critical point ε1Cs
ρ0

.

Look at the limit of the critical point ε1Cs
ρ0

when ε1 approaches zero, we have

lim
ε1→0

ε2 = lim
ε1→0

ε1Cs
ρ0

= 0. (2.61)

We can conclude that when 0 < ε2 < mmax
s , the solution approaches the critical

point of the equation (2.60). And moreover, the critical point approaches zero

when evaporation dominates equation 2.47 (RH < RH0). The biomass will

stay after the perturbation. Hence, after the perturbation (ε1, ε2, ε3), the

solution will converge to (0,0,ε3). The singular point (0,0,0) is stable.

Case 2: Critical RH

The equilibrium solution at the critical RH with biomass is

meq
w =

(
RH0 − 1

1+CsMw
ρ0Ms

)
C

ηN
,

meq
s =

Cs
ρ0
meq
w ,

meq
b = N.
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The matrix after perturbation at the critical RH is

d

dt


m̃w

m̃s

m̃b

 =


AMs(RH − 1)− ηN AMwRH −ηmeq

w

BCs −Bρ0 0

η(N − 1) 0 −ηmeq
w



m̃w

m̃s

m̃b

 ,
The characteristic polynomial for the above matrix is

(λ− AMs(RH − 1) + ηN)(λ+Bρ0)(λ+ ηmeq
w )

+ ηmeq
w (λ+Bρ0)η(N − 1)− (λ+ ηmeq

w )AMwRHBCs = 0.

To solve for λ, we expanded the above expression, we have

λ3 + λ2(−AMs(RH − 1) + ηN +Bρ0 + ηmeq
w )

+λBρ0ηm
eq
w − (AMs(RH − 1)− ηN)ηmeq

w −Bρ0(AMs(RH − 1)− ηN))

+(AMs(RH − 1)− ηN)(−Bρ0)ηmeq
w + η2meq

w (λ+Bρ0)(N − 1)

−(λ+ ηmeq
w )AMwRHBCs = 0

Since it is hard to find the signs of the eigenvalues from this characteristic

polynomial, we approximate the eigenvalues with the ones from the previous

model (deliquescence model without biofilm). We have two eigenvalues from

the previous model, while in this model we have three eigenvalues and the third

eigenvalue comes from the growth of biomass. The approximated eigenvalues

are

λ̃1 = λ1 + ηλ̂1,

λ̃2 = λ2 + ηλ̂2,

λ̃3 = ηλ̂3,

where

λ1 = 0,

λ2 = A(RH − 1)Ms −Bρ0 < 0.
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Substituting the approximated eigenvalues into the characteristic polynomial

and solve for the λ̂. The sign of λ̂ combined with the sign of λ will tell us the

stability of the approximated eigenvalues λ̃.

When λ̃1 = ηλ̂1, ignoring the higher order terms of η, we have,

− ηλ̂1Bρ0AMs(RH − 1)− (ηλ̂1 + ηmeq
w )AMwRHBCs − AMs(RH − 1)Bρ0ηm

eq
w = 0,

− λ̂1Bρ0AMs(RH − 1)− λ̂1AMwRHBCs −meq
wAMwRHBCs = 0.

After simplification, we have

λ̂1 =
meq
w (MwRHCs +Ms(RH − 1)ρ0)

−Ms(RH − 1)ρ0 −MwRHCs
= −meq

w < 0. (2.62)

Hence, λ̃1 = λ1 + ηλ̂1 = λ̂1 < 0. Since λ̃3 = ηλ̂3 has the same structure as λ̃1,

λ̃3 is also negative.

When λ̃2 = λ2+ηλ̂2. the eigenvalue from the previous model λ2 is negative,

and η is small compare to λ̂2, the small perturbation does not affect the sign

of the eigenvalue. Hence, λ̃2 is also negative. Since all the eigenvalues are

negative, the system at critical RH is stable for asymptotically small η.

Case 3: High RH

The equilibrium solution at high RH is

meq
w =

(
RH0 − 1

1+CsMw
ρ0Ms

)
C

ηN
,

meq
s = mmax

s ,

meq
b = N.

After substituting the solution into the matrix, we have

d

dt


m̃w

m̃s

m̃b

 =


CMs(RH−1)

meqwMs+mmaxs Mw
− ηN CMwRH

meqwMs+mmaxs Mw
−ηmeq

w

0 0 0

η(N − 1) 0 −ηmeq
w



m̃w

m̃s

m̃b

 .
The characteristic polynomial of the matrix is

λ(η(N−1))(−ηmeq
w )−λ

((
CMs(RH − 1)

meq
wMs +mmax

s Mw

)
− ηN − λ

)
(−ηmeq

w −λ) = 0.

(2.63)
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Since the growth rate η is small in equation (2.63), ignoring the higher order

terms of η, we have,

λ

((
CMs(RH − 1)

meq
wMs +mmax

s Mw

)
− ηN − λ

)
(−ηmeq

w − λ) = 0. (2.64)

The approximate eigenvalues of the above system is,

λ1 =

(
CMs(RH − 1)

meq
wMs +mmax

s Mw

)
− ηN < 0,

λ2 = −ηmeq
w < 0,

λ3 = 0.

Since two of the eigenvalues are negative, the stability of the system depends

on λ3. The approximate eigenvector for λ3 is

v3 =


meqw
N−1

−meqwMs+mmaxs Mw

CMwRH
ηmeq

w −
Ms(RH−1)meqw
MwRH(N−1)

1


Since meqw

N−1 < 0 < 1 , −meqwMs+mmaxs Mw

CMwRH
ηmeq

w −
Ms(RH−1)meqw
MwRH(N−1) < 0 < 1, and biomass

is a non-decreasing variable, the system is stable at high RH for asymptotically

small η.

Case 4: Low RH

The equilibrium solution at low RH is

meq
w = 0,

meq
s = 0,

meq
b = K.

The stability at this equilibrium solution is similar to the proof in the low RH

case when mb = 0. This is a stable equilibria.

Model Simulation

Assume that the salt exists on the stone is calcium nitrate (Ca(NO2)2),

then the critical relative humidity (RH0) is 0.4646 or 46.46% (Table (2.5)).
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High RH
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Figure 2.21: Plot of water mass, salt mass, and biomass. Parameters: see

table (2.4), η = 10−6, N = 1 and RH = 90% > RH0. Initial conditions:

mw = 0.1kg, ms = 0.1kg, mb = 0.1. The water and salt masses increase to

the equilibrium, all the available salt dissolves into the solution, and biomass

reaches the carrying capacity.
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Low RH
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Figure 2.22: Plot of water mass, salt mass, and biomass. Parameters: see

table (2.4), η = 10−6, N = 1 and RH = 50% < RH0. Initial conditions:

mw = 0.1kg, ms = 0.1kg, mb = 0.1. The actual RH is lower than RH0 for

the model without biofilm, which is also lower than RH0 for the model with

biofilm. The mass of water and the mass of salt decrease to zero in time, and

biofilm stops growing once the mass of water hits zero. The salt precipitates

into solid phase and the water in the solution evaporates into the air.

In the above simulation, we assume the constant relative humidity and

temperature, but this setting is not realistic in nature. We will apply the real

data to the model later in this project.



70

2.2.5 Conclusion and Discussion

Model without Biofilm

In the deliquescence model without biofilm, we derive a formula for critical

relative humidity (RH0) for different salt depending on the molecular mass

and solubility. When RH > RH0, water vapor condensation dominates equa-

tion (2.28) and salt dissolution dominates equation (2.29). The mass of water

increases until all the available salt dissolved into the solution, and water mass

also approaches the equilibrium (shown in figure 2.18). Moreover, this equi-

librium is stable. When RH < RH0, water evaporation dominates equation

(2.28) and salt precipitation dominates equation (2.29). The mass of water

decreases and salt precipitates out into its solid phase, both of the two masses

approaches the singular point (0,0) (shown in figure 2.19). This critical point

of the ode system is also stable after analysis. When RH = RH0, there is

no mass flux on the liquid-air and stone/salt-air interfaces. At this equilib-

rium, the percentage of water molecules in the solution equals the percentage

of vapor water in the air, and the system is perfectly balanced. In this critical

relative humidity case, the system is also stable. We obtain the water and salt

masses for biofilm living environment from this model, which can be used for

the next model to simulate biofilm growth.

Model with Biofilm

In the deliquescence model with biofilm, we add biomass into the previ-

ous model. Photosynthesis process uptakes the available water on the marble,

which causes the decrease in water mass. When RH > RH0, water vapor

condensation dominates equation (2.47), salt dissolution dominates equation

(2.48), and biomass increases in equation (2.49) until reaches its carrying ca-

pacity N (shown in figure 2.21). The equilibrium point at high RH is stable af-

ter analysis. When RH < RH0, water evaporation dominates equation (2.47),

salt precipitation dominates equation (2.48), and biomass stop increases in

equation (2.49) when water mass approaches zero (shown in figure 2.22). If
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we perturb the equilibrium solution, water mass and salt mass approach zero,

while the biomass is non-decreasing. When RH = RH0, there is no mass flux

on the liquid-air and stone/salt-air interfaces, and this equilibrium is stable.

From the simulation result, we can conclude that when the outside RH is large

(compared with RH0), biomass increases and biomass stays the same with low

RH (compared with RH0). In the next section, we will apply time series data

to the model and compare biofilm growth rate in different weathers.
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2.3 Simulation with Time Series Data

2.3.1 Data Visualization

We set up a weather station for almost two years on the roof of Jefferson

memorial near biofilm habitation on marble, measured local weather data. In

this section, we apply the time series data to our model. In the weather station,

we had four ibuttons measuring temperature in Celsius, one ibutton measured

relative humidity in % (shown in figure 2.23), a rain gauge (shown in figure

2.24 middle and right), and a light sensor measured Photosynthetically Active

Radiation (PAR, in micromoles of photons per meter squared per second,

µmol ·m−2 · s−1) (shown in figure 2.24 left). In our model, temperature and

humidity are two weather data related to water and salt masses on the marble,

which also determine the activity of biofilm growth. We select four sample days

in each of summer and winter to demonstrate the data we collect from these

four meters (shown in figure 2.25 and 2.26).

Figure 2.23: ibuttons (left) and one of the ibuttons on the roof of JM (right).

ibuttons recorded temperature and humidity of the air near the marble.
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Figure 2.24: Light sensor (left : LI-190R Quantum Sensor) and rain gauge

(middle and right : RG3 Onset Hobo Rain Gauge Data Logger) measured light

intensity and precipitation on the roof.

Figure 2.25: Plot with sample date selected in summer (07/23/2016-

07/27/2016). (Black) Relative humidity and (blue) temperature. Red blocks

in the plot represent high light intensity (>500µmol ·m−2 · s−1), and the blue

block in the plot represents activity of rain gauge, which means we have pre-

cipitation during that period. To check the validity of the data we collected

from the rain gauge, we compared with the weather data collected by the Na-

tional Oceanic and Atmospheric Administration (NOAA). During this time

(07/23/2016-07/27/2016), there was a thunderstorm starting at midnight on

07/24/2016 which verifies our data.
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Figure 2.26: Plot with sample date selected in winter (02/02/2016-

02/06/2016). (Black) Relative humidity and (blue) temperature. Red blocks

in the plot represent high light intensity (>500µmol ·m−2 · s−1), and the blue

block in the plot represents activity of rain gauge, which means we have pre-

cipitation during that period. Checking with the weather data collected by

the National Oceanic and Atmospheric Administration (NOAA), we had rain

on 02/03/2016, which validates the correctness of our data. Notice that there

is a sudden drop in relative humidity on 02/04/2016. This irregularity might

be attributed to the inaccuracy of a rain-soaked button.
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2.3.2 Simulation for Deliquescence Model with Biofilm

In order to understand how biofilm grows in different weathers, we select

28 days in the summer (2016/07/13-2016/8/11) and 28 days in the winter

(2016/01/21-2016/02/19) for simulations and compare the biomass after a one

month period with the same initial conditions. We first plot the time series

data of temperature and relative humidity (shown in figure 2.27 and 2.30),

then apply the data to the deliquescence model with biofilm in chapter 2.2.3

(shown in figure 2.28 for 1 month data in the summer, figure 2.29 for three

months duplicated data in the summer and figure 2.31 for one month data in

the winter, figure 2.32 for three months duplicated data in the winter). We

duplicate the data for three months to reproduce the biofilm living environment

for a longer time in the extreme weathers.

Summer

Figure 2.27: Summer data used for simulation.
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Figure 2.28: Water mass (top), salt mass (middle), and biomass (bottom).

Parameters: η = 10−6 and N = 1kg. Initial conditions: mw = 0.1kg, ms =

0.1kg, mb = 0.1kg, Time period: 2016/07/13-2016/8/11.

Figure 2.29: Water mass (top), salt mass (middle), and biomass (bottom).

Parameters: η = 10−6 and N = 1kg. Initial conditions: mw = 0.1kg, ms =

0.1kg, mb = 0.1kg. Data: duplicated the temperature and RH data from

figure 2.27 three times.
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Winter

Figure 2.30: Winter data used for simulation.

Figure 2.31: Water mass (top), salt mass (middle), and biomass (bottom).

Parameters: η = 10−6 and N = 1kg. Initial conditions: mw = 0.1kg, ms =

0.1kg, mb = 0.1kg, Time period: 2016/01/21-2016/02/19.
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Figure 2.32: Water mass (top), salt mass (middle), and biomass (bottom).

Parameters: η = 10−6 and N = 1kg. Initial conditions: mw = 0.1kg, ms =

0.1kg, mb = 0.1kg, Data: duplicated the temperature and RH data from figure

2.30 three times.

To compare the weather data for simulation (shown in figure 2.27, and

2.30), we find that the average relative humidity is 0.82 in the summer and

0.88 in the winter, while the average temperature is 304K (30.85 °) in summer

and 275K (1.85 °) in winter. The temperature range is 294-322 degree Kelvin

in the summer and 264-289 degree Kelvin in the winter. With the same initial

conditions, the simulation results is 0.135kg in the summer (shown in the

bottom plots in figure 2.28) and 0.28kg in the winter (shown in the bottom

plots in figure 2.31) after 28 days. From this result, we can tentatively conclude

that biofilm grows faster in the winter than in the summer. We duplicate

the typical summer and winter data (2.27 and 2.30) three times, and run

the simulation over this time period. After three months, biomass reaches

approximately 0.18kg in summer (shown in the bottom plots in figure 2.29)

and 0.5kg in winter (shown in the bottom plots in figure 2.32), which again

shows that biofilm grows faster in the winter than in the summer in the long

term. From this piece of information, though the temperature is higher in the

summer, and biofilm does not grow faster due to the lower relative humidity.
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Also, this result explains that both the relative humidity and temperature

affect the increases in biomass: the higher relative humidity and temperature,

the faster growth rate for biofilm.

2.3.3 Simulation for Deliquescence model with a Loss

term

In order to account for the empirically observed biofilm growth, we add

a loss term for biomass to limit the non-decreasing growth of biofilm. The

deliquescence model for biofilm growth with a loss term is

m′w(t) =

√
M

2πkB

(
σc

Pv√
TV
− σe

Ps(TL)√
TL

)
− ηmb(t)mw(t), (2.65)

m′s(t) = D

(
Cs −

ms(t)ρ0
mw(t)

)(
1− ms(t)

mmax
s

)
, (2.66)

m′b(t) = ηY mw(t)mb(t)

(
1− mb(t)

N

)
− dmb(t), (2.67)

where d is the death rate of biofilm. The death rate d is small compared with

the growth rate η.
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Summer

Figure 2.33: Water mass (top), salt mass (middle), and biomass (bottom).

Parameters: η = 10−6, d = 1.5 × 10−7, and N = 1kg. Initial conditions:

mw = 0.1kg, ms = 0.1kg, and mb = 0.1. Time period: 2016/07/13-2016/8/11.

Figure 2.34: Water mass (top), salt mass (middle), and biomass (bottom).

Parameters: η = 10−6, d = 1.5 × 10−7, and N = 1kg. Initial conditions:

mw = 0.1kg, ms = 0.1kg, and mb = 0.1. Data: duplicated the temperature

and RH data from figure 2.27 60 times (five years).
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Winter

Figure 2.35: Water mass (top), salt mass (middle), and biomass (bottom).

Parameters: η = 10−6, d = 1.5×10−7, and N = 1kg. Initial conditions: mw =

0.1kg, ms = 0.1kg, and mb = 0.1. Time period: 2016/01/21-2016/02/19.

Figure 2.36: Water mass (top), salt mass (middle), and biomass (bottom).

Parameters: η = 10−6, d = 1.5 × 10−7, and N = 1kg. Initial conditions:

mw = 0.1kg, ms = 0.1kg, and mb = 0.1. Data: duplicated the temperature

and RH data from figure 2.30 60 times (five years).
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From the simulation, the biomass reaches 0.13kg (shown in figure 2.33)

after one month and 0.01kg (shown in figure 2.34) after repeating 60 times of

the summer data. The biomass reaches 0.2kg (shown in figure 2.35) after one

month and 0.3kg (shown in figure 2.36) after repeating 60 times of the winter

data.

2.3.4 Simulation for Deliquescence Model with Year-

Around Data

From the previous section, we know that biomass increases faster in the

winter than in the summer. In this section, we apply the model with the

year-around data to confirm this phenomenon.

Data Preparation

We download the data from the weather station month by month. To

simulate the loss term over an entire year, we clean the raw data as follows.

• Step (1) Put all the real-time monthly data together in one file to check

if all the units are consistent, and all the data is in the right range (no

outliers).

• Step (2) Fill the gaps by interpolation. There is a couple days gap be-

tween some of the two collections due to the limited memory of ibutton.

We interpolate the missing data with the average or median (of the rela-

tive humidity and temperature data) from five days before and after the

missing dates (use the values at the same time of the day).

• Step (3) Trim the data length to one year. After this step, we have

year-round data starting from 05/20/2015 to 05/20/2016.
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Simulations

Figure 2.37: Water mass (top), salt mass (middle), and biomass (bottom).

Parameters: η = 10−6, d = 1.5×10−7, and N = 1kg. Initial conditions: mw =

0.1kg, ms = 0.1kg, and mb = 0.1. Data Period: 05/20/2015-05/20/2016.

From the plot, biofilm grows faster in the winter than in the summer.
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Figure 2.38: Water mass (top), salt mass (middle), and biomass (bottom).

Parameters: η = 10−6, d = 1.5 × 10−7, and N = 1kg. Initial conditions:

mw = 0.1kg, ms = 0.1kg, and mb = 0.1. Data: duplicated the temperature

and RH data for the entire year 5 times (five years). Overall, biomass increases

in winters and decreases in summers.

2.3.5 Conclusion and Discussion

In this section, we apply time series data we collect from the weather

station on the roof of the Jefferson Memorial to the deliquescence model in

Chapter 2.2.4 and a modified deliquescence model with a loss term in biomass.

From our simulation results, the biofilm grows lightly faster in winter than in

summer in both models. In the first model, biomass reaches 0.135kg in summer

and 0.28kg in winter (shown in the bottom plots in figure 2.28 and 2.31) after

28 days. Also, biomass reaches approximately 0.18kg (shown in figure 2.29)

in summer and 0.5kg (shown in figure 2.32) in winter if we run the model
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over 3 months period (repeated the data three times). In the model with loss

term, the biomass reaches 0.13kg (shown in in the bottom plots in figure 2.33)

in summer and 0.2kg (shown in in the bottom plots in figure 2.35) in winter

after one month. Also, biomass reaches approximately 0.55kg (shown in in the

bottom plots in figure 2.34) in summer and 0.3kg (shown in in the bottom plots

in figure 2.36) in winter if we run the model over 60 months period (repeated

the data 60 times (five years)). Moreover, finally, we apply the data of the

entire year to the model with loss term (shown in in the bottom plots in figure

2.37). According to the simulation result, biofilm growth is much faster in the

winter season than in the summer season. Overall, biomass increases in years.

However, our model only considered relative humidity and temperature data,

which may not be sufficient to conclude that biofilm growth is faster during

the winter (as we did not consider enough data, e.g., sunlight intensity).
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2.4 Data Analysis

In this section, we apply a supervised learning algorithm to obtain a ma-

chine learning model which can be used to predict biofilm growth rate with

given temperature and relative humidity (as training data).

2.4.1 Support Vector Machine

Support vector machine (SVM) analysis is a popular machine learning tool

for classification and regression, first identified by Vladimir Vapnik and his

colleagues in 1992 [117]. Our problem is continuous, so we can use support

vector regression (SVR) instead of a classification algorithm. SVM regression

is considered a nonparametric technique because it relies on kernel functions.

Suppose we are given training data (x1, y1), . . . , (xn, yn) ∈ X × R, where

X denotes the spaces of the input patterns (e.g. X = Rd (real space of

d dimensions) ). In SVR, our goal is to find a function f(x) that has the

smallest deviation from the actually obtained targets yi for all the training

data, and at the same time is as flat as possible. The problem is to find the

linear function

f(x) = 〈w, x〉+ b, (2.68)

where w ∈ X, b ∈ R, and 〈·, ·〉 denotes the inner product in X. Flatness means

that one seeks a small w. One way to ensure this is to minimize the norm, i.e.

||w||2 = 〈w,w〉. We can write this problem as a convex optimization problem

(all minimum are global), minimize

1

2
||w||2 = 〈w,w〉, (2.69)

subject to

|yi − 〈w, xi〉 − b| ≤ ε, (2.70)

where ε is a small positive infinitesimal quantity.
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2.4.2 k-fold Cross Validation

Cross-validation is a statistical method used to estimate the skill of machine

learning models. It is commonly used in applied machine learning to compare

and select a model for a given predictive modeling problem because the results

in skill estimate that generally have a lower bias than other methods.

Cross-validation is a resampling procedure used to evaluate machine learn-

ing models on a limited data sample. The procedure has a single parameter

called k that refers to the number of groups that a given data sample is to

be split into (usually 5 ≤ k ≤ 10). When a specific value for k is chosen, it

may be used in place of k in reference to the model, such as k = 10 becoming

10-fold cross-validation. Since the data set is large enough, we choose k = 5

to train the data in this project, which means that we split all the data into

five parts. The general procedure is as follows:

• Shuffle the dataset randomly.

• Split the dataset into k groups.

• For each group

– Take the group as a test data set

– Take the remaining groups as a training data set

– Fit a model on the training set and evaluate it on the test set

– Retain the evaluation score and discard the model

• Summarize the skill scores of the model.

Importantly, each observation in the data sample is assigned to an individual

group and stays in that group for the duration of the procedure. This means

that each sample is given the opportunity to be used in the test set 1 time and

used to train the model k-1 times. The results of a k-fold cross-validation are

often summarized with the mean of the model errors.
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2.4.3 SVR Model Result

During the regression, we train relative humidity, temperature, and biofilm

growth data (16 months in total).

Figure 2.39: Black samples are time series data, the red and blue plane is the

regression hyperplane (2D in this case). We trained the data with optimized

hyperparameters and k-fold cross validation with k = 5. There are some

outliers at RH = 1, which are statistical errors of the model.
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Figure 2.40: Actitity of biofilm. Samples in red are active and in blue are

inactive. The boundary is RH = −0.03T + 6. When RH > −0.03T + 0.6,

biomass increases and conversely, decreases.

2.4.4 Conclusion and Discussion

We set a weather station on the roof of the Jefferson Memorial, from where

we obtain sufficient data to study the living environment of biofilm on the

dome. Applying the time series data on our deliquescence model with loss

term, we obtain growth rates data for biofilm, from which we may create an

activity region for biofilm activity with support vector regression. When the

data falls inside the active region (red region shown in figure 2.40), biofilm is

active. If any of the temperatures data is not in the active region (blue region

shown in figure 2.40), biofilm stops growing until we obtain the ideal situation

again. The boundary between two regions is the function RH = −0.03T + 6.

When RH > −0.03T + 0.6, biomass increases and conversely, decreases.
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CHAPTER 3

FUTURE WORK

There are some ideas that I would like to try in the future.

• The deliquesence model we have in Chapter 2 is a basic model which

only considered humidity and temperature so far. In the next step of

this project, we will add some complexities to this model, e.g., time-

dependent light intensity and time-dependent loss term of biofilm. Light

intensity is one of the essential components for photosynthesis, so the

growth rates for biofilm are different for day time and night time (also

cloudy or sunny days) even with the same temperature and relative hu-

midity data. The loss rate of biofilm also depends on the surrounding

environment (extreme weathers, e.g., storm, snow, heat), which needs

more discussion in the future.

• After a thin layer of liquid is produced from deliquescence, there will be a

series of chemical reactions started with the dissolution of CO2 from the

air. Aqueous CO2(aq) undergoes several important inorganic reactions.
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Consider the following reactions between CO2(aq), H2O and CaCO3 [77]

CO2(aq) +H2O
k1←→ H2CO3, (3.1)

H2CO3
k2←→ H+ +HCO−3 , (3.2)

HCO−3
k3←→ H+ + CO2−

3 , (3.3)

CaCO3 +H2CO3
k4←→ Ca2+ + 2HCO−3 , (3.4)

where k1, k2, k3, and k4 are equilibrium reaction rate coefficients under

prescribed conditions. Due to the pollution, we may also have sulfur

dioxide (SO2) and nitrogen dioxide (NO2) in the air which also affects

the pH of the solution,

SO2(g) +H2O(l)
k5←→ H+ +HSO−3 [31],

2NO2(g) +H2O(l)
k6−→ H+(aq) +NO−3 (aq) +HNO2(aq) [112],

where k5, k6 are also equilibrium reaction rate constants under prescribed

conditions. These reactions change the pH of the solution and may create

an acidic environment on the marble, which may cause the loss of calcium

ion (a main component of marble). In the next step of my research, I will

consider the chemical kinetics in the deliquescence model with biofilm to

simulate the damage of marble (stone, in general).

• In the last part of the thesis, I applied some machine learning techniques

to train and test the prediction model with the existing data. This model

can be used to predict the growth rate of biomass at any given tempera-

ture and humidity or the accumulated biomass after certain time period.

So far, the method we have applied is support vector regression, and in

the next step we will compare the results from different algorithms. Also,

train and test the model with larger data sets to update the algorithm.
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