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ABSTRACT

I argue that lean software development firms become more productive if they adopt and align lean managerial accounting systems with lean software development processes. I conduct two experiments on retraining and coaching of software development teams that have used lean and agile software development practices, demonstrating that these practices significantly improve productivity compared to control groups that did not receive this retraining and coaching. In a third experiment, I expand on this theme by introducing lean accounting productivity metrics to a treatment group of software developers. Team leaders actively use these metrics as quantitative “retrospectives” in team meetings to review past performance and identify areas for process improvement. Four months after these metrics are introduced, I measure their impact on the treatment group productivity and also survey the group to determine how these metrics affect employee attitudes and productivity compared to a control group that was not trained in use of these metrics for team meetings. The results indicate that introduction of lean accounting metrics does not impact employee attitudes and understanding of processes and metrics, nor does it improve productivity in the near term. Discussions with management indicate that retraining and coaching immediately improve productivity since they are directed at remedying specific operational and process issues. Using lean accounting metrics to impact team productivity and employee attitudes is more foundational and likely requires a longer period of exposure and learning. The experimental site is a large publicly traded software firm that uses lean and agile software development practices.
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CHAPTER 1
INTRODUCTION

Throughout the 1980’s and 1990’s, many U.S. manufacturers changed from centralized mass production processes that “pushed” work through factories, reducing per unit cost, to decentralized lean processes that “pulled” work just-in-time to reduce work-in-process and inventories. Whereas traditional manufacturing views work-in-process as an asset and a necessary buffer in the production process, lean practices consider work-in-process as inefficient. As these production processes changed, the old centralized accounting systems used to support mass manufacturing no longer supported the new decentralized lean processes. As a result, lean accounting methods were developed that focused on value contribution at the factory floor level and made this data transparent, graphic, accessible, and actionable for workers.

Since the early 2000’s, the software development industry has undergone a similar change in production processes, moving from highly centralized “waterfall” development processes to nimble, decentralized, and highly iterative lean/agile processes. However, also similar to manufacturing, reporting systems and related metrics have not kept pace with operational changes. My dissertation examines how productivity in lean software development can be improved. First, I analyze how much retraining and coaching development teams about lean practices improves software development productivity. Second, I introduce lean accounting measures into the workplace to evaluate their impact on team performance and employee attitudes.

I study a natural experiment of a software development team that was re-trained in lean software development practices and compare productivity before and after the
retraining. I find that cycle time fell by 81% after the retraining; cycle time for a control group dropped by 23% over a comparable period. When I analyzed a second natural experiment on coaching, the treatment group realized a 52% reduction in cycle time, while the control group decreased cycle time 15%. Both experiments indicate that greater focus on lean practices improves software development productivity considerably.

I also conduct an experiment where I introduce lean accounting metrics to a group of software development teams. These metrics are highly visible, relevant to the employees’ work, understandable, graphic, and actionable. The reports are actively used in team meetings as “retrospectives”—reviews of past performance to decide what practices to maintain and what to change. Previously, these meetings had been largely qualitative. The new lean accounting metrics provide quantitative data for the team to assess performance and modify processes and resource allocation. The treatment and control groups were surveyed before the rollout of the new metrics. Following a four-month exposure to the metrics, I re-surveyed teams to compare changes in adoption of lean practices, in employee attitudes toward work and teammates, and understanding of the value of operational metrics. I also measured changes in productivity for both the treatment and control groups. I found a 32% increase in cycle time for the treatment team compared to a 12% decline for the control team, which is opposite my prediction. Management indicates that a favorable productivity impact is likely to take longer than the four-month period studied. Also, the survey revealed no material change in employee attitudes and understanding and use of lean practices when compared to a control group.

Through these experiments, I have sought to establish the value of lean/agile software development practices and study how lean accounting practices can improve
software developers’ attitudes and productivity. Study results indicate that reinforcing existing lean development skills through timely interventions of retraining and coaching can provide immediate benefits in improved software development productivity. However, introducing new lean accounting metrics into the educational process does not improve productivity or employee attitudes in the short term. Discussions with management suggest that this new data requires more time and consistent exposure before it can add value. Indeed, some of the lean accounting metrics identify needed changes that may not be implemented until subsequent development cycles.
CHAPTER 2
RESEARCH MOTIVATION

As venture capitalist Marc Andreessen (2011) noted, “software is eating the world.” The software industry has grown rapidly and disrupted many industries. Shapiro (2014) estimates that 15% of labor productivity gains in the U.S. from 2004 through 2012 are attributable to the impact of software, and business investment in software has grown twice as fast as all fixed investments from 1990 through 2012. Customers increasingly demand better and faster software development. These improvements can be achieved by shorter, quicker production cycles using decentralized management, reduced work-in-process, and shorter queues through just-in-time (JIT) practices, otherwise known as lean production methods. In order to speed up production, the software industry is changing just like the manufacturing sector did in the late 20th century.

The growth of lean software production is attributable to an increasing demand for adaptable software solutions serving a variety of smaller industries and businesses. These software products differ from earlier monolithic solutions that served large commercial and governmental customers, and as such require faster production. Delivery has sped up with evolving software solutions such as Software as a Service (SaaS) that automatically “pushes” frequent updates to centrally hosted websites, letting the customer access the system directly from the software firm’s web-based platform (Bennett, 2000).

Toyota and other lean manufacturers have found that lean practices need continual reinforcement, and now deliver training in a continual flow rather than as a batch process with long but infrequent periods of formal training. Training takes place in short, iterative cycles, much like the lean production process itself. Learning is “just-in-time” and highly
tailored to immediate workplace needs. Short but regular training exercises are vital for growing productivity in lean organizations and as a defense against inevitable skills erosion when training is deferred. This paper examines the value of lean skills retraining by examining the impact of this training on the productivity of lean software development teams.

Lean manufacturers have also incorporated lean accounting metrics to complement and reinforce lean practices. These metrics are visual, accessible, understandable and actionable to the production staff. As employees are exposed to and understand these metrics, they are better able to adjust processes, prioritize tasks and align resources to improve productivity. Lean accounting measures provide a critical component of the lean training and coaching process.

Just as software development organizations have benefitted from adapting lean production processes in recent years, lean accounting metrics are likely needed to fully realize the potential of lean process productivity gains. However, realizing these gains may require more extensive exposure to these metrics than tested in this analysis.

**Emergence of Lean Production in Manufacturing**

Mass automobile production using a moving assembly line was introduced by Ford Motors in 1913 at its Highland Park plant and improved by General Motors in the 1930’s to handle multiple automotive models (Womack, Jones & Roos, 2007). Mass production typically starts with raw or relatively unfinished materials that move through several production stages in which highly standardized machine and labor processes create intermediate work-in-process. These streams of work-in-process are merged to
assemble interchangeable and identical components into finished goods. At each step, work-in-process is usually built up so that the production line never stops for lack of needed inputs. For complex products, many intermediate components stay as work-in-process that requires considerable financing. Also, due to a long production cycle and long times to switch between products, complex goods are batch-produced based on noisy forecasts of future demand, requiring maintenance of finished goods inventory to meet any unexpected demand. Even when quality issues arise, large-scale production flow is maintained because halting production disrupts the integrated mass production process. Therefore, quality issues are resolved after production, which causes greater waste and complications than if the issues were resolved when discovered. Although mass production increases efficiency by having unskilled workers perform unvarying tasks as extensions of machines, it can lead to repetitive motion injuries and create an unrewarding work environment.

Except when restricted by union contracts or labor law, mass manufacturers treat unskilled labor as a variable cost that is easily added, removed or substituted from the production process with minimal investments in training. Figure 1 illustrates the traditional mass production process.
Due to post-WWII labor shortages, limited capital, and low domestic demand that made mass manufacturing uninviting, Toyota developed a new manufacturing method that was later labeled “lean.” Since Toyota employees had lifetime employment contracts, in part due to the post-WWII U.S. government support of Japanese unions, Toyota considered labor to be just as important as machinery for productivity. Toyota trained workers to perform a variety of tasks and delegated manufacturing decisions to allow greater self-management, continuous improvement, and quality control, partly because of the influence of W. Edward Deming.\textsuperscript{1} The lean manufacturing process, elements of which were present at Toyota since 1938, meets current customer demand using Just-In-Time

\textsuperscript{1} https://en.wikipedia.org/wiki/W._Edwards_Deming
(JIT) supplies of parts that eliminates the need for raw materials, work-in-process, and finished goods inventories, as well as the related working capital financing.\(^2\) Figure 2 presents the lean manufacturing process.

![Lean Manufacturing Diagram]
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Figure 2. Lean Manufacturing.

Because of Toyota’s competitive success, other manufacturers adopted lean techniques in the 1980’s and 1990’s. For example, Dell produces computers on demand, maintaining no inventory. As lean processes spread, firms realized that the traditional centralized managerial accounting techniques failed to capture and clearly communicate

---

\(^2\) Ford’s earlier (and much smaller) Highland Park factory incorporated many features of lean manufacturing, including a crude “pull” system, limits to work-in-process, and a nearly continuous flow of process from raw materials to finished product, all possible since a single automobile style, the Model T, was manufactured on a small scale. The size, complexity and variety of automobiles produced at the Rouge plant required Ford to abandon these early “lean” processes (Womack et al., 2007, p. 288).
the operational efficiencies of lean processes. Lean production focuses on process flow and elimination of waste in labor time and materials. Waste is identified by mapping value-adding activities and isolating and eliminating production steps that do not add value. Value-added processes are those for which the customer is willing to pay. All else is waste.

Since inventories are not a factor in lean production, period production costs match revenues, greatly simplifying the accounting. Expenses necessary to the business but not of direct benefit to the customer (generally, R&D, marketing, sales and administrative expenses) are captured as business value-added expenses and recorded separately from customer-related or product expenses. There are no or minimal allocations other than fixed expenses that have a direct customer value-added benefit.

Figure 3 maps the value stream flow and related cost for each step of the software development process (requirements, design, develop, etc.). Each of these steps represents a direct customer value-added function. This mapping process allows non-value-added activities to be identified and eliminated.
Figures 4 and 5 identify the productivity metrics used for this research: flow efficiency, cycle time, work-in-process, and throughput. Figure 4 shows the calculation of flow efficiency for the value stream with the amount of time (resources) assigned to each step identified. The productive time is the time used to contribute directly to customer value summed across all the steps. The full elapsed time needed to complete production is called the cycle time and includes the waiting time between steps. Flow efficiency is the ratio of productive time over cycle time. Figure 5, provided by Vacanti (2015), shows the relationship between cycle time, work-in-process, and throughput, known as Little’s Law (Little, 1961). The figure illustrates a continuous flow diagram (CFD). If the arrival of work into a process exceeds the departure of work (throughput), then work-in-process increases and the total time needed to process work increases as well (cycle time). A traditional push approach typically forces work into the process without regard to the
departure rate, resulting in an increase in work-in-process and cycle time. A lean approach pulls work into the process only when the next production stage has capacity to process the work, resulting in consistent levels of work-in-process and throughput.

![Figure 4. Flow Efficiency](image)

At any given point between the lines of the CFDs in Figure 5, the horizontal distance between the lines indicates the cycle time and the vertical distance represents the queue or work-in-process. The steeper the arrival or departure line, the faster the items are entering or leaving the queue. If the top arrival line has a greater slope than the bottom departure line, the queue or work-in-process (the vertical distance) is increasing. This occurs when work is “pushed” into the next stage of production before that stage is ready to process the work. When the lines are parallel, the process is steady, predictable and in control. Work items are pulled into the next stage of the process only when that stage is ready for the work. This is considered to be the ideal state of flow. If the slope of the departure line is greater than that of the arrival line, it represents a batch process.
where a queue or backlog of work is processed until completion when the next batch is introduced.

![Push vs Pull diagram](image)

**Push**
- Arrivals: Work is pushed into the process; arrivals exceed departures. Cycle Time and WIP increase and Throughput decreases.

**Pull**
- Arrival: Work is pulled when the process is ready to receive; arrivals and departures are in parallel. Cycle Time, WIP and Throughput are constant.

\[
\text{Cycle Time} = \frac{\text{Work-in-Process}}{\text{Throughput}}
\]

Figure 5. Cycle Time, Work-in-Process and Throughput

Emergence of Lean Production in Software Development

Lean practices in the software development industry surfaced in the early 2000s (Beck et al., 2001, Poppendieck & Poppendieck, 2003). Since then, software development has progressed from traditional techniques that involve large, inflexible, sequential phases of work that build upon each other (described below), to the nimbler and highly iterative *agile* approach. In the agile approach, software is developed in small, self-organizing scrum teams (six to eight members) that rely heavily on customer feedback and are highly responsive to change.
There are strong parallels between manufacturing and software development processes. Traditional software development, known as the “Waterfall” approach, is structured like mass manufacturing (Bell & Thayer, 1976). A massive scale of software development flows like a waterfall from one level of development to the next using specialized development processes that are rigidly controlled by a centralized management structure. Any changes made to the software mid-process require starting over from the beginning since each stage heavily depends on earlier stages of the process. Also similar to mass production in manufacturing, software work is “pushed” through the development process so that queues form between successive stages: this creates work-in-process and lengthens the development cycle. The U.S. Department of Defense software projects, which are required to meet the standards captured in DoD-STD-2167A (DoD, 1988), are examples of large waterfall projects for which the requirements are stable and known in advance. These standards require formal reviews and audits of each sequential stage of the development process, which means that each stage had to be completed and tested before work could begin on the next stage. Figure 6 depicts the waterfall development process.
In contrast, the lean software development process “pulls” the software through each stage so that there is no queue. Further, lean software developers maintain continuous contact with the customer so that the end product is always aligned with customer demands. Since the process is highly iterative, changes are incremental and are made quickly and easily with minimal disruption. Modular development and object-oriented programming facilitate such arrangements. Additionally, defects in the software are typically identified earlier and are remedied promptly. Figure 7 depicts the lean software development process. However, software developers found that the highly decentralized and self-controlled group processes were not well managed and backlogs with attendant delays were occurring. As a result, agile lean processes have more recently been introduced that focus on predictability of completion as the key metric for software
Developers (Vacanti, 2015). Creating a highly predictable process means minimizing backlogs and work-in-process queues, and maintaining a continuous flow of production. This also requires that work is pulled into the next stage of the development process only when it is ready to be received and that the next stage has the capacity to complete the work.

![Lean Software Development Process](image)

**Figure 7. Lean Software Development Process**

Lean software development practices are often called agile software development. The two approaches share many attributes, are highly complementary, and the terms are often used interchangeably (Wang, Conboy & Cawley, 2012), differing chiefly in points of emphasis. For example, lean focuses on elimination of waste, queue time, and inventory, while agile refers to highly iterative and rapid customer-centric software
development using self-organizing teams. In this paper, I refer mainly to lean practices but will use attributes emphasized by agile practices as well.

Transition of Lean Accounting: Manufacturing to Software Development

Firms try to align their managerial reporting systems and related metrics to their operational practices. Firms in dynamic industries, such as software development, find that their management reporting systems and metrics often lag operational changes. As a result, both management and operational staff cannot use the reporting systems and related metrics to understand and improve operations. Lean and agile practices have significantly altered software development processes over the past fifteen years, and reporting systems are generally misaligned in this new environment. Today’s development staff and their managers lack the data needed to improve operations and senior managers cannot see the connection between lean/agile processes, productivity, and profitability.

The software development industry is in the same position as U.S. car makers were more than a decade ago at the start of the Lean Accounting Summit for Manufacturing in 2005, as depicted in Figure 8. Lean practices were introduced in the software industry fifteen years ago and developers now demand more robust and appropriate measures of software development productivity. For comparison, lean manufacturers took thirty years to formalize lean management accounting practices. As noted earlier, these improved metrics are vital to the continued profitable growth and market responsiveness of the software industry.
80% of the issues related to the adoption of lean production in the software industry are due to inappropriate financial and operational measurement systems (Vacanti, 2015). I will explore how lean accounting affects software development productivity.

![Timeline: Lean Accounting – Manufacturing and Software Development](image)

Figure 8. Timeline of Lean Accounting -- Manufacturing and Software Development

Research in lean manufacturing has established the value of lean accounting practices in improving operational efficiency and profitability. However, no equivalent research exists for the software development industry, despite the integral role of software as a part of virtually every other industry. My dissertation tries to fill this gap by examining the impact of lean accounting on the productivity of the software development industry, software writers’ attitudes and their understanding of lean/agile processes. The
study employs an experimental approach and is based on the experiences of approximately 430 software developers in the U.S., India and Romania working at a major healthcare software firm.
CHAPTER 3

LITERATURE REVIEW

Lean Software Development

Although there has been much research on the link between lean manufacturing and productivity, there is little rigorous empirical research on lean software development productivity. Uniquely, Petersen and Wohlin (2010) connect lean manufacturing and lean software development, addressing the measurement techniques common to both, including measurement of process bottlenecks, continuous flow requirements, and graphically visual measurements.

A review of the agile software development literature through 2005 finds 1,996 articles of which 36 are empirical (Dyba & Dingsoyr, 2008). Of these 36, only Middleton (2001) examines lean processes. This article examines two three-person development teams (one highly experienced, the other not) and tracks their error rates in software development after being trained in lean techniques. Based on a time-series analysis, the study finds that the experienced team made more errors because they were not committed to the process, but the less experienced team regressed after a few days of improved quality (fewer errors). The study concludes that lean concepts need full organizational alignment if they are to succeed. Subsequently, Middleton, Flaxel, and Cookson (2005) examined the lean software development processes of Timberline Corporation and estimated percentage improvements in productivity by surveying Timberline's senior managers. No baseline productivity data were collected, so statistical comparisons were not conducted.
The most rigorous extant quantitative study is an analysis of the introduction of lean practices to the agile development processes at Siemens Health Services (Vacanti, 2015). This case study documents a 42% reduction in cycle time and approximately 50% reduction in defects by establishing limits to the amount of work-in-process. However, the study includes only the 85% of the work items with the lowest cycle time. The 15% of work items that are “outliers” were excluded. As such, a true mean of cycle times is not reported.

Poppendieck and Poppendieck (2003) emphasize the importance of using many short, iterative learning cycles that focus on refactoring, or improving the design as the system develops. This is more effective than long, infrequent “batch” approaches to learning that rely more on documentation than actual work production and extends the lean “just-in-time” approach to learning as well as production.

Training and Coaching

The literature on the effects of training on productivity is generally survey-based or uses panel data from industry databases. The earliest analyses rely on survey data to determine the relations between training and productivity. Barron, Black, and Lowenstein (1987) survey 28 firms that applied for U.S. Department of Labor Employment Opportunity Pilot Project funding of training programs. The study seeks to determine the relationship between firm size and training investments, hypothesizing that large firms have higher employee monitoring costs that can be controlled through increased investments in training. The results indicate that a 10% increase in firm size is associated with a 1.7% (1.6%) increase in formal (informal) training.
Holzer, Block, Cheatham, and Knott (1993) survey 498 firms that applied for Michigan Job Opportunity Bank grants to cover training costs for manufacturing firms with less than 500 employees. Of the 157 firms that responded, 66 had received grants and 91 had not. Firms that received grants had substantial increases in training for that year, reaching a level twice that of firms that did not receive a grant. Firms that received the grants and invested in training realized a reduction in scrap rates of 0.5% to 0.7% of sales, worth about $30,000 to $50,000 in savings per year. Grants used to fund the training averaged $12,000 per firm in 1988 and $20,000 in 1989. Training investments returned to the pre-grant levels following the conclusion of the state funding, which is surprising given the positive returns on the investment. Continued investments in training would have substantiated whether there is a ceiling effect to additional training or if the positive results continue.

Bishop’s (1994) study uses telephone interviews conducted with 3,412 randomly selected firms, 88% with less than 200 employees, and finds that formal on-the-job training through a previous employer increases initial productivity by 9.5% and reduces training requirements by 17.3%. However, formal training received off-the-job increases productivity by 15.9%. Bishop concludes that there are significant externalities from both on-the-job and off-the-job training. Furthermore, formal training has a long-term impact, while informal training generates externalities only for the first year of employment.

Using Compustat data on 495 manufacturing business lines over a three-year period (1983-1986), Bartel (1994) finds that firms with below expected productivity levels improved to the level of peer firms as a result of increased investment in training,
representing an 18.9% increase in productivity. Productivity is measured as sales per employee less cost of purchased materials to determine value-added per employee.

Zwick (2006) notes that endogeneity adversely affects many analyses of training’s impact on productivity. Firms do not decide randomly on when to invest in training or on which employees to train, so training is not strictly an exogenous event. Productivity is also impacted by numerous other internal firm-level factors, such as management quality and personnel policies, which may vary from period to period and firm to firm. External factors such as technological change and labor market conditions may affect productivity as well. Zwick provides an analysis of training’s impact on productivity based on an annual survey of German firms by the Institute for Employment Research, covering a range of firms, from 8,917 in 1997 to 15,537 in 2001. The firms represent all industries and firm sizes. Zwick attempts to control for this endogeneity bias and indicates that a 1 percent increase in training in the first half of 1997 increases average productivity by 0.76 percent in the period 1998 through 2001.

Black and Lynch (1996) use 1994 survey data from the National Center on the Educational Quality of the Workforce, which is designed to determine the impact of human capital investments on business productivity. An analysis of telephone interviews conducted with 2,945 businesses (55% manufacturers, 45% services) indicate that a 10% increase in average education level results in an 8.5% and 12.7% increase in productivity for manufacturing and non-manufacturing, respectively. The evidence is less straightforward for training which, similar to other capital investments, has little impact in the current year, but has a lagged effect over 1 to 4 years. In manufacturing, off-the-job training has a strong impact, perhaps due to the use of non-work time for training.
Further, off-the-job training may be more intense and enable higher skill development. In services, the content of the training, specifically computer training, increases productivity. Most interesting is that training in Total Quality Management (TQM) and Benchmarking caused no immediate impact on productivity. It appears that these are cultural changes that require longer implementation and acceptance to affect productivity.

Dearden, Reed, and Van Reenen (2006) use panel data from a sample of 119 British manufacturing firms from 1983 through 1996 along with the UK Labor Force Survey and the Annual Census of Production. The study finds that a 1% increase in training results in a 0.6% increase in productivity and a 0.3% increase in wages. The authors indicate that this gap between productivity and wage impact is indicative of the spillover effects of training on industry in general. This effect, identified using a combination of industry-level and household-level data, represents a substantial improvement over prior studies that cite the impact of training on wage growth as an indicator of productivity.

Training has a positive impact on employee attitudes as well. In a multi-case analysis of the sources of motivation for software engineers at three lean agile software development firms, 11 motivating factors were found, including technically challenging work, teamwork, and employee participation, among others. However, the existence of training opportunities to widen skills as well as specialize was the only attribute identified across all three firms and is cited as the most important factor in employee motivation (Melo, Santana & Kon, 2012). Specifically, the recommended type of training is “constant learning and knowledge sharing,” suggesting that the most effective training
is not a formal, structured, and infrequent exercise but an ingrained part of the corporate culture. This echoes the learning theme in Poppendieck and Poppendieck (2003).

This form of continuous training is similar to the coaching techniques embedded in the “flow” culture of lean processes at Nordea Bank, a Scandinavian-based bank that is one of the 25 largest in the world. Starting in 2007, all Nordea managers had to complete at least a basic coaching course in order to incorporate lean coaching skills as part of their daily leadership practice. Coaching processes were designed to support the lean process through three phases: initial implementation, growth and sustainability. Coaching consisted of both structured formal sessions as well as spontaneous sessions. Following introduction of the coaching program, management indicated that coaching was key to the successful implementation of lean processes at the bank. In fact, 67% of surveyed employees indicated that the coaching increased employee engagement (Gørtz, 2012).

In a case study of Wipro, an Indian software services provider, it was found that implementation of lean processes improved project productivity compared to non-lean projects. The analysis included both qualitative and quantitative factors. Deviations from projected schedules, expected effort, and prior defect rate (quality) were used to measure performance. Lean projects performed better than non-lean projects on all three measures, and the results were statistically significant with the exception of defect rate. Both training and mentoring/coaching are integral to the success of the lean practices program at Wipro (Staats, Brunner & Upton, 2011).
Lean Accounting

The definitive book on lean practices in the software industry, *Lean Software Development: An Agile Toolkit* (Poppendieck & Poppendieck, 2003), only mentions the term “accounting” three times, but in each instance it invokes how accounting falls short when capturing the productivity of lean principles. To date, there is virtually no research that addresses this issue. However, several recently published articles examine the application of lean accounting in the manufacturing sector. In addition, researchers have studied the relationship between accounting systems and strategy as well as culture, which applies to this topic.

Rosemary Fullerton, Frances Kennedy, and Sally Widener jointly published four articles from 2008 to 2014 on lean accounting in manufacturing. Kennedy and Widener (2008) develop a theoretical framework based on a literature review regarding the implementation of lean manufacturing as a change in operational strategy. They find evidence of many reporting practices such as visualization of metrics, standard operating procedures, employee empowerment, training and peer pressure, all incorporated into a framework that has lean manufacturing as the core concept. They subsequently validate these concepts through an interview-based case study of a manufacturer that has converted from traditional to lean manufacturing processes.

Fullerton et al. (2013) examined 244 U.S. companies with an interest in lean manufacturing and found a direct correlation with four management accounting practices: simplified strategic reporting systems, value stream costing (capturing direct costs in a process rather than using cost allocations), visual performance measurement, and employee empowerment. These practices must be employed together as a package for
optimal results. Similarly, Shah and Ward (2007) identify ten lean operational factors that are associated with lean manufacturing and note that full implementation of all ten factors facilitates achieving multiple performance goals and generating sustained competitive advantage but that it is difficult to implement all ten factors.

Fullerton, Kennedy and Widener (2014) used the same 244 firms from their prior study to examine the relationship between specific lean accounting practices and financial performance. They find that three lean accounting practices associated with lean manufacturing (value stream costing, visual performance measures, simplified strategic management accounting) are correlated with better operational performance, which, in turn, is positively related to financial performance.

Minimization of inventory levels is a key characteristic of lean manufacturing, and inventory was found to be a mediating variable between lean production systems and financial performance based on 229 survey respondents (Hofer, Eroglu & Hofer, 2012). Furthermore, similar to the findings of Fullerton et al. (2013), this article notes that the concurrent implementation of a bundle of lean practices is more effective than selective implementation of such practices.

Fullerton and Wempe (2009) found that non-financial manufacturing performance (NFMP) measures mediate the relationship between lean manufacturing and financial performance based on a survey of 121 U.S. manufacturing executives. The researchers note that these NFMP measures may broadly be considered managerial accounting measures, as they track waste and other variables that influence financial results. However, the article does not provide specific examples of the NFMP measures. Similarly, Vacanti (2015) notes that the use of non-financial lean metrics used to improve
the predictability of software development cycle time at Siemens Healthcare IT could enable tracking and forecasting of costs for a software release.

Banker, Potter, and Schroeder (1993) demonstrate the strong relationship between distributing manufacturing shop performance measures to line personnel and successful implementation of just-in-time (JIT) practices and Total Quality Management (TQM), both predecessors to lean processes. A survey of 362 workers at 40 firms found positive results when employees are given feedback from the reporting systems. The reporting information helped employees learn the system and direct their efforts to improvements in areas requiring worker involvement. Worker morale was also found to be improved.

Uniquely, Petersen and Wohlin (2010) connect lean manufacturing and lean software development, addressing measurement techniques common to both, such as measurement of process bottlenecks, continuous flow requirements and visualization of measures. However, managerial accounting concepts are not addressed directly.

Although not specific to agile/lean methodologies, Banker and Kauffman (1991) propose automated means to evaluate software development productivity using function point analyses and code re-use. The measurement process itself is typically very manual, but has been automated to a degree by integrated computer-aided software engineering (CASE) which, in turn, has been facilitated by object-oriented programming and a

---

3 Function point analysis was developed by Allan Albrecht of IBM (1979) and is computed by measuring the functionality delivered by the software to the user. User functionality is measured based on the number of inputs, outputs, internal files, external queries and interfaces, further adjusted for complexity.
centralized data repository.\textsuperscript{4} These methodologies can certainly be useful as non-financial/accounting performance metrics within the agile/lean approach to development.

On a broader note, Busco, Riccaboni, and Scapens (2000) look at the required congruence between organizational culture and managerial accounting systems. Their case study examines the rapid change of a 174-year-old Italian industrial products manufacturer that has no “culture of measurement” but has been acquired by GE (called ALPA in the case) and is transformed into a leading Six Sigma firm in a few years. The case study describes how the change in accountability systems helped to bring about the transformation of the organizational culture. This case clearly illustrates the need for alignment between lean accounting and lean software development. Birnberg (2011) and Chenhall and Langfield-Smith (1998) observe that the literature makes a strong and consistent case that organizational strategy and managerial accounting practices should be aligned to ensure operational effectiveness of the organization.

\footnote{Similarly, code re-use is facilitated by CASE in conjunction with object-oriented development methods that allow objects to be maintained and retrieved for re-use in future projects.}
CHAPTER 4

CONCEPTUAL MODELS AND HYPOTHESES

Retraining and Coaching

The preceding observations from the literature review inform the theoretical framework for this dissertation:

**Hypothesis 1a:** Retraining of product development teams on lean production processes improves lean software development productivity as measured by reduced cycle time.

**Hypothesis 1b:** Retraining of product development teams on lean production processes improves lean software development productivity as measured by increased flow efficiency.

**Hypothesis 1c:** Retraining of product development teams on lean production processes improves lean software development productivity as measured by reduced daily work-in-process.

**Hypothesis 1d:** Retraining of product development teams on lean production processes improves lean software development productivity as measured by increased daily throughput.

**Hypothesis 2a:** Coaching of product development teams on lean production processes improves lean software development productivity as measured by reduced cycle time.

**Hypothesis 2b:** Coaching of product development teams on lean production processes improves lean software development productivity as measured by increased flow efficiency.
**Hypothesis 2c:** Coaching of product development teams on lean production processes improves lean software development productivity as measured by reduced daily work-in-process.

**Hypothesis 2d:** Coaching of product development teams on lean production processes improves lean software development productivity as measured by increased daily throughput.

My analysis of lean retraining and coaching builds upon research on implementation of lean practices in a software development firm (Vacanti, 2015). As previously noted, this article is the only rigorous quantitative analysis of the relationship between lean software development and productivity of which I am aware.
Tables 1 and 2 provide detail on the construct definitions and measurement.

### Table 1

**Construct Definitions: Retraining, Coaching Productivity**

<table>
<thead>
<tr>
<th>Construct</th>
<th>Definition</th>
<th>Relevant Literature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lean Software Development</td>
<td>Software development processes that follow lean principles:</td>
<td>Poppendieck and Poppendieck, 2003</td>
</tr>
<tr>
<td></td>
<td>- Eliminate waste</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Amplify learning</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Decide as late as possible</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Deliver as fast as possible</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Empower the team</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Build integrity in</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- See the whole</td>
<td></td>
</tr>
<tr>
<td>Productivity</td>
<td>The rate of output per unit of input</td>
<td>Case, Fair and Oster, 2017 Mateer and Coppack, 2014</td>
</tr>
<tr>
<td>Lean Retraining</td>
<td>Multi-day training at work site focused on retraining teams on lean software development processes</td>
<td>Poppendieck and Poppendieck, 2003 Kennedy and Widener, 2008</td>
</tr>
<tr>
<td>Lean Coaching</td>
<td>Monthly coaching sessions conducted over three months</td>
<td>Gørtz, 2008</td>
</tr>
</tbody>
</table>

### Table 2

**Construct Measurement: Retraining, Coaching Productivity**

<table>
<thead>
<tr>
<th>Measure</th>
<th>Instrument</th>
<th>Method used to Measure</th>
<th>Relevant Literature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Work-in-Process</td>
<td>ActionableAgile tool</td>
<td>All discrete units of customer value that have entered a given production process but have not exited</td>
<td>Vacanti, 2015 Reinertsen, 1997, 2009</td>
</tr>
<tr>
<td>Cycle time</td>
<td>ActionableAgile tool</td>
<td>Number of workdays it takes for a work item to complete the production process</td>
<td>Vacanti, 2015 Reinertsen, 1997, 2009 Little, 1961</td>
</tr>
<tr>
<td>Throughput</td>
<td>ActionableAgile tool</td>
<td>Number of work items completed per time period</td>
<td>Vacanti, 2015 Little, 1961</td>
</tr>
<tr>
<td>Flow efficiency</td>
<td>ActionableAgile tool</td>
<td>Ratio of the total lapsed time a work item was actively worked ÷ the total lapsed time that the work item took to complete (cycle time).</td>
<td>Vacanti, 2015 Reinertsen, 1997, 2009 Little, 1961</td>
</tr>
</tbody>
</table>
Lean Accounting

The preceding observations from the literature review inform the theoretical framework for this research proposal:

**Hypothesis 3a**: The degree of lean accounting implementation impacts lean productivity in software development as measured by reduced cycle time.

**Hypothesis 3b**: The degree of lean accounting implementation impacts lean productivity in software development as measured by increased flow efficiency.

**Hypothesis 3c**: The degree of lean accounting implementation impacts lean productivity in software development as measured by decreased daily work-in-process.

**Hypothesis 3d**: The degree of lean accounting implementation impacts lean productivity in software development as measured by increased daily throughput.

**Hypothesis 4**: Lean management accounting practices help team employees understand lean operational metrics, resulting in improved lean practices and greater employee work satisfaction as measured by employee survey results.

I argue that the impact of lean software development processes on productivity is favorably modified by lean management accounting practices. Lean practices must permeate the entire organization; they represent a philosophy of how to do business. Managerial accounting systems bind together the disparate parts of the organization (Jensen, 1983) and any misalignment on measurements, vocabulary, standards, and access will likely result in sub-optimal performance. The more comprehensively lean accounting is implemented, the more effective lean practices will be.

These lean management accounting practices also reinforce and enhance employee acceptance of lean processes. As employees more fully understand their
operational impact, they can initiate actions that strengthen lean processes and improve attitudes toward their work. Finally, the positive impact of lean accounting practices on employee attitudes and understanding of lean practices further improves productivity, although I will not be testing this argument here.

Figure 9 outlines the conceptual model and its measurement, illustrating that lean software development retraining (H1) and coaching (H2) will improve production through reduced cycle time and work-in-process while increasing flow efficiency and throughput. The conceptual model also represents that use of lean accounting practices (H3) will improve software productivity by decreasing production cycle time and work-in-process and increasing flow efficiency and throughput. Also, frequent exposure of employees to visible and accessible accounting metrics (H4) will further enhance productivity and employee use of lean practices. It may be argued that any improvement in productivity is achieved through the employee’s realization of lean practices. However, the design of this experiment does not allow for the direct measurement of the employee’s productivity.
Table 3 provides the definitions of the conceptual model constructs, and Tables 4 through 6 identify how the constructs are measured. Although lean software development is not a construct in the conceptual model, it is a core concept in the analysis and is also defined.
Table 3  
**Construct Definitions: Lean Accounting Productivity**

<table>
<thead>
<tr>
<th>Construct</th>
<th>Definition</th>
<th>Relevant Literature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lean Software Development</td>
<td>Software development processes that follow lean principles: - Eliminate waste - Amplify learning - Decide as late as possible - Deliver as fast as possible - Empower the team - Build integrity in - See the whole</td>
<td>Poppendieck and Poppendieck, 2003</td>
</tr>
<tr>
<td>Productivity</td>
<td>The rate of output per unit of input</td>
<td>Case, Fair and Oster, 2017 Matee and Coppack, 2014</td>
</tr>
<tr>
<td>Employee realization of lean practices</td>
<td>Employee understanding and use of lean software development processes</td>
<td>Poppendieck and Poppendieck, 2003</td>
</tr>
</tbody>
</table>

Table 4  
**Construct Measurement: Lean Accounting Productivity**

<table>
<thead>
<tr>
<th>Measure</th>
<th>Instrument</th>
<th>Method used to Measure</th>
<th>Relevant Literature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Work-in-Process</td>
<td>ActionableAgile tool</td>
<td>All discrete units of customer value that have entered a given production process but have not exited</td>
<td>Vacanti, 2015 Reinertsen, 1997, 2009</td>
</tr>
<tr>
<td>Cycle time</td>
<td>ActionableAgile tool</td>
<td>Number of workdays it takes for a work item to complete the production process</td>
<td>Vacanti, 2015 Reinertsen, 1997, 2009 Little, 1961</td>
</tr>
<tr>
<td>Throughput</td>
<td>ActionableAgile tool</td>
<td>Number of work items completed per period of time</td>
<td>Vacanti, 2015 Little, 1961</td>
</tr>
<tr>
<td>Flow efficiency</td>
<td>ActionableAgile tool</td>
<td>Ratio of the total lapsed time a work item was actively worked / the total lapsed time that the work item took to complete (cycle time).</td>
<td>Vacanti, 2015 Reinertsen, 2009, 1997 Little, 1961</td>
</tr>
</tbody>
</table>
Table 5  
*Construct Measurement: Lean Accounting Practices*

<table>
<thead>
<tr>
<th>Measure</th>
<th>Instrument</th>
<th>Method used to Measure</th>
<th>Relevant Literature</th>
</tr>
</thead>
</table>

Table 6  
*Construct Measurement: Employee Realization of Lean Practices*

<table>
<thead>
<tr>
<th>Measure</th>
<th>Instrument</th>
<th>Method used to Measure</th>
<th>Relevant Literature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Satisfaction with work at the personal and team level</td>
<td>Survey</td>
<td>4 questions related to work satisfaction using a 5 point Likert scale: Strongly agree (1) to Strongly disagree (5)</td>
<td>Poppendieck and Poppendieck, 2003 Fullerton, Kennedy and Widener, 2013, 2014 and Kennedy and Widener, 2008</td>
</tr>
<tr>
<td>Clarity, quality and usefulness of operational reporting</td>
<td>Survey</td>
<td>4 questions related to the value of operational reporting using a 5 point Likert scale: Strongly agree (1) to Strongly disagree (5)</td>
<td>Poppendieck and Poppendieck, 2003 Fullerton, Kennedy and Widener, 2013, 2014 Kennedy and Widener, 2008</td>
</tr>
</tbody>
</table>

Survey questions are provided in the Appendices
CHAPTER 5
RETRAINING AND COACHING EXPERIMENTS

Description of Necessary Data

I test the retraining and coaching hypotheses using two experiments. Figure 10 describes the research protocol for both experiments.

**Lean Retraining/Coaching Treatment**

<table>
<thead>
<tr>
<th>Pre-Treatment</th>
<th>Post-Treatment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Treatment Group</td>
<td>Assess productivity</td>
</tr>
<tr>
<td>Control Group</td>
<td>Assess productivity</td>
</tr>
</tbody>
</table>

Treatment Group receives Lean Retraining or Lean Coaching; Control Group does not

Figure 10. Research Protocol: Retraining/Coaching

In experiment one, productivity was measured for both the treatment group (MedRec development team) and the potential control group (32 clinical software development teams) from August 25, 2015 through December 28, 2016. The treatment team developed 227 stories (the smallest unit of software production) during this time. The control group developed 1,337 stories during the same timeframe. However, 18 of the 32 control group teams did not produce stories after the retraining phase, and one team (EU Ext) was excluded due to data anomalies, so the analysis for the control groups is limited to the 13 teams that produced stories both before and after the treatment. Table 9 summarizes the productivity measures for the control teams included and excluded.
from the analysis. The treatment group undertook a multi-day lean retraining program in January 2017. Productivity was measured again from February 9, 2017 through March 22, 2017 for the treatment group and from January 1, 2017 through April 30, 2017 for the control group. The timing differences are due to different development cycle start and end times for the development teams. During this post-training period, the treatment team developed 51 stories. The 13 control group teams produced 202 stories.

In experiment two, the treatment group consisting of three teams received three monthly coaching sessions beginning in late May 2017 and ending in July 2017. The control group was the remaining 16 teams in the clinical development organization; however, four teams were dropped because they did not develop stories either before or after the coaching phase. Productivity is measured for 6 months before and 5 months after the coaching sessions for both the treatment and control groups. The treatment (control) group developed 112 (255) stories before and 85 (222) stories after initiating the coaching session treatment.

Stories in the pre-treatment phase comprise those completed up to the start of treatment regardless of when the story was initiated. Stories in the post-treatment phase comprise those started and completed after the initiation of treatment. Stories started before/during the treatment but completed during/after the treatment are not included in this study. This approach is used for all experiments in this study.

The site for the study is a publicly-traded healthcare IT company ($5.1 billion in sales, FY17). The firm uses lean software development but has not consistently implemented lean processes throughout the organization. Non-Disclosure Agreements (NDA) with the firm allow access to the firm’s internal data.
Methodology for Data Collection and Analysis

I conducted informal and semi-structured interviews of managers in development, operations, and finance to determine the most effective metrics and to identify the development teams to include in the study. In experiment one, a development team, MedRec, had recently concluded a lean retraining exercise, so I selected it as the treatment group. The balance of the clinical application development organization served as the control group, excluding those control teams that did not produce stories after retraining. Development managers provided story production data for all teams over the evaluation period (August 25, 2015 through April 30, 2017).

In experiment two, three monthly lean-coaching sessions were conducted with three teams, Orders Blue, Orders Green and Orders White. The remaining clinical application software teams served as the control group. The evaluation covered January 1, 2017 through November 13, 2017.

Managing work-in-process within accepted limits is the key to a successful lean development process. While the concept and financial calculation of work-in-process is well-established in manufacturing, it is not yet widely recognized in software development. Perhaps this is due to the visibility of work-in-process on the shop floor in manufacturing. However, some lean/agile software development organizations are starting to measure work-in-process in terms of days in production (Vacanti, 2015). Although software work-in-process may not be visible, its costs are as important as in manufacturing.
Discussion of Results

Retraining Experiment Results

The analysis is represented in two formats. First, I visually analyze cycle time improvements for the MedRec treatment group relative to the control group and how they were obtained by evaluating scatterplots and cumulative flow diagrams. Second, I test for the statistical significance of the improvements using a difference-in-difference analysis. The reduction of cycle times around lean software retraining is evidence that retraining improves software development productivity.

The results of the lean retraining are evident in the Figure 11 scatterplot which depicts the cycle times for each story, represented by a blue dot, over the study period. The Y-axis represents days to complete a story and the X-axis represents the date on which the story was completed. Before retraining, the treatment group (MedRec team) had produced 227 stories during two development cycles that ran between August 25, 2015 and December 28, 2016.

The retraining in January 2017 dramatically changed the cycle time of the development process. Before retraining, the MedRec group varied a lot in how long it took to deliver stories. Several work items took significantly longer than 100 days to complete. Figure 11 shows that there were two distinct development projects before retraining. The second development project has a wider dispersion of cycle times towards the end, indicating that the development process was becoming less predictable and lengthening. After retraining, the treatment group eliminated all long-cycle time stories, increased predictability in story completion and reduced cycle time drastically.
Figure 11. Experiment One: Treatment Group Scatterplot

Out-of-control process for developing stories now in control following retraining

Figure 12 depicts the cycle times for the control group, constituting the balance of the clinical software development organization, evaluated over the same time period. Dispersion of story production is initially reduced after treatment, since this includes only stories started after treatment. However, cycle time quickly ramps up, approaching 100 days, while the treatment group remains relatively stable and below 30 days.

Table 7 summarizes the cycle time statistics. For the treatment group, average cycle time to complete these stories before retraining was 38.3 days. After retraining in January 2017, this treatment group completed 51 stories with an average cycle time of 7.1 days, representing an 81.3% improvement. With a $t$-statistic of 11.60, the difference in average cycle times is statistically significant at $p<0.001$. 
The treatment team was re-trained to improve its predictability and reduce its variability. The team completed all stories within 30 days, eliminating the “long tail” of stories that before retraining took an inordinately long time, as seen in the Figure 11 scatterplot. This process improvement sharply reduced standard deviation, from 37.8 before retraining to 6.8 after retraining, an 82% drop, which is statistically significant at $p<0.001$. Similarly, skewness in cycle times fell 34.7% from 1.61 to 1.05, and this change is statistically significant at $p<0.001$.

During 2015-2016, the control group completed 1,337 stories with an average cycle time of 36.7 days. During a comparable 2017 period, the control group completed 202 stories with an average cycle time of 28.4 days, representing a 22.7% improvement. With a $t$-statistic of 4.19, the difference in cycle times between the pre and post training control group results rejects the null hypothesis that the results are due to chance. These results suggest that there were some company or other environmental forces that led to reduced cycle times throughout the firm. Skewness also decreased from 2.82 to 0.84, a
decline of 70.2%. This suggests that the proportion of long cycle-time stories decreased instead of increasing over time, and the change is statistically significant.

Table 7

_Experiment One: Summary of Results - Cycle Time_

<table>
<thead>
<tr>
<th></th>
<th>Treatment Group - Retrained</th>
<th>Control Group - No Retraining</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Retraining</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8/25/15 - 12/28/16</td>
<td>327</td>
<td>38.27</td>
</tr>
<tr>
<td>Work Items</td>
<td>Mean Cycle Time (a)</td>
<td>Cycle Time Stnd Dev (b)</td>
</tr>
<tr>
<td>Pre-Retraining</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2/9/17 - 3/22/17</td>
<td>51</td>
<td>7.14</td>
</tr>
</tbody>
</table>

Change in Productivity Measures - Treatment Group

- Differences: -31.13 -31.81 -0.56
- % Change: -81.3% -82.0% -34.7%
- Significance tests:
  - Statistic: 11.604 31.012 10.424
  - P-Value: 0.000 0.000 0.000

Change in Productivity Measures - Treatment vs Control Group

- Difference in Difference: -22.80 -6.31 1.42
- % Point Change: -58.7% -28.9% 35.5%
- Significance tests:
  - Statistic: -7.348 NA NA
  - P-Value: 0.000 NA NA

The last panel in Table 7 compares cycle time changes for the treatment and control groups. The results show that the retraining on lean software development practices has improved software productivity around retraining compared to simultaneous changes in the control group. The 31-day reduction in the treatment-group cycle time is more than three times the 8.3 day improvement of the control-group cycle time and is statistically significant at p<0.001. The standard deviation fell 28.9% points more for the treatment group compared to the control group. Skewness fell for both groups, although it fell more for the control group. The treatment group completed about a quarter of the number of stories that the control group finished after the retraining period, but was able
to complete all stories within 30 days. These results are consistent with lean retraining reducing cycle times and their variability by an economically significant magnitude.

The difference-in-difference analysis shows a 22.8-day difference in cycle time differences between the treatment group and the control group, statistically significant at $p<0.005$. To the extent that company and external events affected both treatment and control teams similarly, and that both groups were subject to the limited 4-month post-retraining evaluation period, the significant difference-in-difference of the means is more confidently attributable to retraining rather than other events.

A cumulative flow diagram (CFD) helps in reporting and explaining lean practices. The CFD is the most useful tool to visualize the flow of work through a process (Reinertsen, 2009). With the Y-axis representing quantity of items produced and the X-axis representing time, the diagram plots cumulative arrivals as an arrival line (top line) and cumulative departures as a departure line (bottom line).\(^5\)

The development period before retraining (7/22/16 to 12/28/16) for the treatment group is depicted in the cumulative flow diagram (CFD) in Figure 13. In this graphic, work items are “pushed” to the next development stage beyond current capacity. The various bands represent different stages of development process: “specifying” requirements, “developing” stories and “acceptance testing” of the story. Each stage is further divided into an “active” working stage and a “done” stage where competed work

---

\(^5\) The CFD visually conveys Little’s (1961) Law which states that the *Average Number of Items in a system* = *Average Arrival Rate* * Average Waiting Time* (Little, 2011). Little’s Law has been adopted by many industries after customization. In the software industry, it takes the form *Cycle Time* = *Work-in-Progress / Throughput*, with throughput being the average departure rate of the system.
sits for the next stage. Stories are entering the queue more quickly than they are exiting, resulting in a build-up of WIP and lengthening of cycle time.

Figure 13. Experiment One: Treatment Group CFD - Pre-Retraining
7/16 through 12/16 - Increasing cycle time and work-in-process

As illustrated in Figure 13, when throughput declines and/or WIP increases, cycle time increases and the demands on staff to work overtime increases as well. This percentage increase in staff utilization can strongly affect the percentage increase in time needed to complete the project (Thomke & Reinertsen, 2012). More stories take longer to complete, as seen in Figure 11. The process is more variable and less predictable.

After retraining in January 2017, the arrival and departure rates are parallel as shown in Figure 14. This is typically achieved by WIP limits that “pull” work through the system only when the next development stage is ready to accept the work. Development work becomes much more predictable and cycle times and WIP are in control. Work “flows” with minimal interruption. Employees need not work overtime or weekends.
Figure 14. Experiment One: Treatment Group CFD - Post-Retraining
2/17 through 3/17 - Stable and predictable work-in-process and cycle time

CFDs for the control group are provided in Figures 15 and 16. As already seen in the scatterplot in Figure 12 and statistics in Table 7, the average cycle time and its variability improved for the control group. The CFD in Figure 16 shows that a relatively stable flow process exists in the control group before the retraining period. Although there are fluctuations in the amount of work introduced to the process, cycle time and work-in-process are generally consistent. This pattern remains unchanged after the retraining period for the control group shown in Figure 16. Differences in the two graphs are primarily due to scale.
Figure 15. Experiment One: Control Group CFD - Pre-Retaining  
3/16 through 12/16 - Fluctuating levels of work but stable cycle time and work-in-process

Figure 16. Experiment One: Control Group CFD - Post-Retaining  
1/17 through 4/17 - Stable cycle time and work-in-process
In addition to cycle time, I analyze other measures to further substantiate the productivity improvements for the treatment group. Daily throughput is the average number of stories produced in a day. Flow efficiency is the amount of productive time over the total cycle time (wait time plus productive time) as described in Figure 4. Higher flow efficiency means less wait time and more productive time. Work-in-process represents the average number of stories that are being processed in the system over a period of time. Fewer work-in-process stories indicate greater efficiency as stories are moving faster through the system. Results of tests using these additional productivity measures are reported in Table 8.

Table 8

*Experiment One: Summary of Results - Flow Efficiency, Throughput, WIP*

<table>
<thead>
<tr>
<th></th>
<th>Treatment Group - Retrained</th>
<th>Control Group - No Retraining</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pre-Retraining</td>
<td>Post-Retraining</td>
</tr>
<tr>
<td></td>
<td>8/25/15 - 12/28/16</td>
<td>2/9/17 - 3/22/17</td>
</tr>
<tr>
<td>Work Items</td>
<td>227</td>
<td>51</td>
</tr>
<tr>
<td>Flow Efficiency</td>
<td>70.9%</td>
<td>76.5%</td>
</tr>
<tr>
<td>Daily Throughput</td>
<td>0.46</td>
<td>1.21</td>
</tr>
<tr>
<td>Daily WIP</td>
<td>16.53</td>
<td>7.45</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Change in Productivity Measures - Treatment Group</th>
</tr>
</thead>
<tbody>
<tr>
<td>Differences</td>
</tr>
<tr>
<td>% Change</td>
</tr>
<tr>
<td>T-test</td>
</tr>
<tr>
<td>P-Value</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Change in Productivity Measures - Control Group</th>
</tr>
</thead>
<tbody>
<tr>
<td>Differences</td>
</tr>
<tr>
<td>% Change</td>
</tr>
<tr>
<td>T-test</td>
</tr>
<tr>
<td>P-Value</td>
</tr>
</tbody>
</table>

Note that, to a large degree, the absolute number of stories reflected in throughput and work-in-process is a function of the number of developers on a team and the length of time in the evaluation period. More developers can handle more stories, leading to
higher throughput and work-in-process. A longer time frame also allows for more story production. However, this study measures daily work-in-process and throughput, so the number of days available to process work should not matter. Similarly, the number of workers per team/group varies between teams/groups, but not significantly for a given team/group before and after retraining. Therefore, for throughput and work-in-process, the percentage change is the key to understanding and comparing productivity either between periods or among teams. Comparing the absolute difference in daily work-in-process and throughput between teams and groups is not valid. Management notes that each team is relatively unique. However, cycle time and flow efficiency are comparable in terms of absolute numbers and percentage change.

Average daily work-in-process, declined 46.2% and 54.9% for control and treatment teams, respectively. Changes for both groups are statistically significant, but this may be attributable to the difference between the pre and post-retraining periods, with the latter having fewer work days and therefore less likely to have stories with extended period of work. The difference-in-difference analysis indicates an 8.7% reduction in daily work-in-process for the treatment group.

Daily throughput of the treatment group improved from 0.46 to 1.21 stories per day, a 163% improvement. The control group declined from 2.71 to 1.74 stories per day, a 35.8% reduction, and the result is statistically significant. However, due to the small sample after retraining in the treatment group, the improvement is not statistically significant, with a $p$-value of 0.107. Therefore, for the treatment group, the null hypothesis that the difference in average daily throughput is attributable to chance cannot be rejected. However, the control group with a larger sample both before and after the
retraining period has a result that is statistically significant, with a $t$-statistic of -3.40 and $p$-value of 0.001. The difference-in-difference analysis shows that the treatment group has a much larger and more favorable percentage point change of 198.8 % points in daily throughput when compared to the control group.

Treatment group flow efficiency improved slightly from 70.9% to 76.5%. For the control group, flow efficiency dropped from 52.8% to 46.6%. The treatment group already had a strong flow efficiency, so improvement was harder for this group to achieve. Since these are single flow measures over time rather than specific data points in time, I could not statistically test for differences.

Daily work-in-process improved from 16.53 to 7.45 stories per day for the treatment group, a 54.9% improvement, while the control group had a similar improvement of 46.2%, dropping daily WIP from 88.73 to 47.73 stories. Discussions with management indicate that there was a system-wide emphasis on improving flow efficiency and reducing work-in-process during late 2016, and the results seem to bear this out. Both the treatment and control groups have statistically significant reductions of work-in-process, with $t$-statistics of 9.65 and 15.50 respectively.

As shown in Table 9, MedRec’s post-retraining cycle time of 7.14 days was lower than all but 2 of the 13 teams in the control group after retraining and all of the control teams before retraining. It was also lower than the cycle time of teams that did not produce stories after the retraining period (non-common teams).
Table 9

Experiment One: Results by Team

<table>
<thead>
<tr>
<th>Common Teams</th>
<th>Pre-Retraining (8/25-12/28/16)</th>
<th>Post-Retraining (1/17-4/30/17)</th>
<th>% Change</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Average Daily Throughput</td>
<td>Average Daily WIP</td>
<td>Cycle Time</td>
</tr>
<tr>
<td></td>
<td>pat</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AAT</td>
<td>0.29</td>
<td>14.93</td>
<td>52.89</td>
</tr>
<tr>
<td>ASCII</td>
<td>0.35</td>
<td>10.95</td>
<td>40.43</td>
</tr>
<tr>
<td>Content</td>
<td>0.79</td>
<td>12.23</td>
<td>16.55</td>
</tr>
<tr>
<td>Critical Care</td>
<td>0.20</td>
<td>5.12</td>
<td>35.59</td>
</tr>
<tr>
<td>DA</td>
<td>0.73</td>
<td>11.14</td>
<td>21.93</td>
</tr>
<tr>
<td>ED</td>
<td>0.04</td>
<td>3.50</td>
<td>100.80</td>
</tr>
<tr>
<td>Implement</td>
<td>0.08</td>
<td>2.00</td>
<td>26.53</td>
</tr>
<tr>
<td>Orders Blue</td>
<td>0.25</td>
<td>19.94</td>
<td>44.36</td>
</tr>
<tr>
<td>Other Green</td>
<td>0.44</td>
<td>24.57</td>
<td>56.84</td>
</tr>
<tr>
<td>Orders White</td>
<td>0.21</td>
<td>11.53</td>
<td>56.33</td>
</tr>
<tr>
<td>Pr &amp; Rpt</td>
<td>0.06</td>
<td>5.77</td>
<td>120.00</td>
</tr>
<tr>
<td>RPS</td>
<td>0.11</td>
<td>3.19</td>
<td>31.29</td>
</tr>
<tr>
<td>Sensei</td>
<td>0.14</td>
<td>2.86</td>
<td>146.67</td>
</tr>
<tr>
<td>Total Control</td>
<td>2.71</td>
<td>88.73</td>
<td>36.74</td>
</tr>
<tr>
<td>MedRec</td>
<td>0.46</td>
<td>16.53</td>
<td>38.27</td>
</tr>
<tr>
<td>Total Treatment</td>
<td>0.46</td>
<td>16.53</td>
<td>38.27</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Non Common Teams</th>
<th>Average Daily Throughput</th>
<th>Average Daily WIP</th>
<th>Cycle Time</th>
<th>Flow Efficiency</th>
<th># Stories</th>
<th>Average Daily Throughput</th>
<th>Average Daily WIP</th>
<th>Cycle Time</th>
<th>Flow Efficiency</th>
<th># Stories</th>
<th>% Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>AID</td>
<td>0.63</td>
<td>40.03</td>
<td>65.29</td>
<td>74.7</td>
<td>236</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>0</td>
<td>NA</td>
</tr>
<tr>
<td>CDDA API</td>
<td>0.19</td>
<td>1.92</td>
<td>61.04</td>
<td>80.8</td>
<td>55</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>0</td>
<td>NA</td>
</tr>
<tr>
<td>CDDA CCDS</td>
<td>0.49</td>
<td>17.46</td>
<td>39.56</td>
<td>49.9</td>
<td>173</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>0</td>
<td>NA</td>
</tr>
<tr>
<td>Clin Doc</td>
<td>0.19</td>
<td>5.75</td>
<td>35.34</td>
<td>43.3</td>
<td>89</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>0</td>
<td>NA</td>
</tr>
<tr>
<td>DFQ-QSMed</td>
<td>0.22</td>
<td>3.27</td>
<td>25.56</td>
<td>57.4</td>
<td>98</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>0</td>
<td>NA</td>
</tr>
<tr>
<td>FEV1-Evh</td>
<td>0.66</td>
<td>23.19</td>
<td>141.58</td>
<td>47.1</td>
<td>113</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>0</td>
<td>NA</td>
</tr>
<tr>
<td>Immun</td>
<td>0.30</td>
<td>9.09</td>
<td>81.39</td>
<td>80.5</td>
<td>75</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>0</td>
<td>NA</td>
</tr>
<tr>
<td>KDS-CMW</td>
<td>0.13</td>
<td>3.72</td>
<td>29.00</td>
<td>74.6</td>
<td>29</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>0</td>
<td>NA</td>
</tr>
<tr>
<td>KDS-Found</td>
<td>0.32</td>
<td>7.50</td>
<td>52.30</td>
<td>42.2</td>
<td>46</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>0</td>
<td>NA</td>
</tr>
<tr>
<td>Mobility</td>
<td>0.38</td>
<td>7.80</td>
<td>29.50</td>
<td>30.5</td>
<td>33</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>0</td>
<td>NA</td>
</tr>
<tr>
<td>Orders Red</td>
<td>0.04</td>
<td>1.17</td>
<td>47.19</td>
<td>99.2</td>
<td>16</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>0</td>
<td>NA</td>
</tr>
<tr>
<td>P Doc Infra</td>
<td>0.20</td>
<td>8.91</td>
<td>47.30</td>
<td>74.7</td>
<td>81</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>0</td>
<td>NA</td>
</tr>
<tr>
<td>Performance</td>
<td>0.12</td>
<td>6.17</td>
<td>54.42</td>
<td>70.0</td>
<td>57</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>0</td>
<td>NA</td>
</tr>
<tr>
<td>Pharmacy</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>0</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>0</td>
<td>NA</td>
</tr>
<tr>
<td>SEDA</td>
<td>0.07</td>
<td>5.38</td>
<td>79.48</td>
<td>58.7</td>
<td>23</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>0</td>
<td>NA</td>
</tr>
<tr>
<td>SPW</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>0</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>0</td>
<td>NA</td>
</tr>
<tr>
<td>VentInf</td>
<td>0.47</td>
<td>15.37</td>
<td>36.12</td>
<td>61.1</td>
<td>227</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>0</td>
<td>NA</td>
</tr>
<tr>
<td>Total Non Common</td>
<td>2.26</td>
<td>120.99</td>
<td>54.62</td>
<td>55.6</td>
<td>1490</td>
<td>0.25</td>
<td>8.3</td>
<td>33.8</td>
<td>81.6</td>
<td>27</td>
<td>NA</td>
</tr>
<tr>
<td>EU Ext</td>
<td>0.81</td>
<td>2.11</td>
<td>3.61</td>
<td>100.0</td>
<td>46</td>
<td>0.05</td>
<td>3.3</td>
<td>34.0</td>
<td>100.0</td>
<td>7</td>
<td>NA</td>
</tr>
</tbody>
</table>
Management discussion about the dramatic reduction in cycle time for MedRec revealed some possible causes other than retraining. The pre-retraining period had some novel work requirements that required longer cycle time, possibly causing relatively lower cycle time after retraining as the nature of the work normalized. However, before retraining MedRec still had a cycle time lower than 20 of the 31 other teams producing stories, so the tasks were not atypical of software development during that period.  

The training exercise examined story size since large stories increase process complexity. All else equal, a smaller story requires less work resulting in shorter cycle time and less time in the system. For the same reason, throughput will be higher with smaller stories. Management could not determine how much story size changes affected productivity improvements compared to retraining but it is clear to management that the retraining had significant impact.

The hypotheses related to retraining are generally consistent with the results of the analysis:

The substantial reduction in treatment team cycle time following retraining compared to the modest control team improvement is consistent with the retraining hypothesis 1a.

Modest improvements in treatment team flow efficiency after retraining compared to the decline for the control group improvement are consistent with the retraining hypothesis 1b.

---

6 Team data that is categorized as NA (Not Applicable) after retraining did not have any material story production during that time period. Details for control teams with minimal story production before retraining are also not displayed since the percentage changes would be exaggerated. EU Ext team is also excluded due to the non-comparability of results between the pre- and post-retraining periods and the unrealistic 100% flow efficiency in both periods.
Improvements in daily work-in-process are comparable to those of the control group. This result is not consistent with the retraining hypothesis 1c.

The substantial increase in daily throughput for the treatment group and the decline for control group is consistent with the retraining hypothesis 1d.

Coaching Experiment Results

Similar to Experiment One, the impact of lean coaching on software productivity is evident in the scatterplots of the treatment (Figure 17) and the control teams (Figure 18), although both appear to improve since only those stories started after treatment period are included for the later period.

The treatment teams received three monthly coaching sessions from late May through July 2017. During the five months after the initiation of coaching, story production exhibited greater control than in the six months before the coaching. Before coaching, several stories took significantly longer than 100 days to complete; after coaching, virtually all stories took 72 days or less to complete. Furthermore, the improvements were most evident in the last two months of the evaluation period, from mid-September through mid-November, reflecting the cumulative impact of the coaching sessions. The control teams also improved but continued to have a large number of stories above the 70 day range. Additionally, improvement in the last two months is far less evident than in the treatment group.

Analysis of the statistical data supports this visual evidence. As shown in Table 10, the coached treatment group reduced cycle time from 53.5 days to 25.8 days, a 51.8% decrease. In contrast, the control group had a much smaller decrease in cycle time from
37.0 days to 31.5 days, a 14.7% decrease. The number of stories before and after coaching is similar for both the treatment and control teams and the timeframes are similar, with 144 days before coaching and 173 days after coaching. However, there are fewer stories completed after coaching for both the treatment and control groups since I only include stories started and completed after coaching. The pre-coaching period includes stories starting at any time but completed before any coaching. The p-values for changes in cycle time for the treatment group is statistically significant at 0.000, however, this is not the case for the control group with a p-value of 0.077. For the treatment group, the null hypothesis that the difference in means for each group is due to chance is rejected. It is not rejected for the control group.

Figure 17. Experiment Two: Treatment Group Scatterplot

Large reduction in variability in post-coaching phase, especially in last two months
Figure 18. Experiment Two: Control group Scatterplot

Initial reduction in variability, but consistent ramp-up in cycle time

Table 10

*Experiment Two: Summary of Results - Cycle Time*

<table>
<thead>
<tr>
<th></th>
<th>Treatment Group - Coached</th>
<th>Control Group - Not Coached</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pre-Coaching</td>
<td>No Coaching</td>
</tr>
<tr>
<td></td>
<td>1/1/17 - 5/24/17</td>
<td>1/1/17 - 5/24/17</td>
</tr>
<tr>
<td>Work Items</td>
<td>112</td>
<td>255</td>
</tr>
<tr>
<td>Mean Cycle Time</td>
<td>53.54</td>
<td>36.96</td>
</tr>
<tr>
<td>Cycle Time Std Dev</td>
<td>36.98</td>
<td>40.20</td>
</tr>
<tr>
<td>Cycle Time Skewness</td>
<td>0.97</td>
<td>2.65</td>
</tr>
<tr>
<td>Change in Productivity Measures - Treatment Group</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Differences</td>
<td>-27.75</td>
<td>-5.44</td>
</tr>
<tr>
<td>% Change</td>
<td>-51.8%</td>
<td>-14.7%</td>
</tr>
<tr>
<td>Significance tests:</td>
<td>Statistic: 6.574</td>
<td>Statistic: 1.772</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.863</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.378</td>
</tr>
<tr>
<td>P-Value</td>
<td>0.000</td>
<td>0.077</td>
</tr>
<tr>
<td>P-Value</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>Change in Productivity Measures - Treatment vs Control Group</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Differences</td>
<td>-22.33</td>
<td>-5.44</td>
</tr>
<tr>
<td>% Point Change</td>
<td>-37.1%</td>
<td>-14.7%</td>
</tr>
<tr>
<td>Significance tests:</td>
<td>Statistic: -7.348</td>
<td>Statistic: 1.772</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NA</td>
</tr>
<tr>
<td>P-Value</td>
<td>0.000</td>
<td>0.077</td>
</tr>
<tr>
<td>P-Value</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Cycle time standard deviation also improved for the treatment group, dropping from 37.0 days to 21.9 days, a reduction of 40.9%. The control group also decreased in cycle time standard deviation from 40.2 days to 26.2 days, a 14.7% decrease. This means
that control of the process and predictability of cycle time improved for both groups, but more substantially for the treatment group. The results are statistically significant for the treatment group with an $F$ statistic of 2.863 and $p<0.001$. As a result, the null hypothesis of no change is rejected. For the control group, the $F$-statistic of 2.350 is also above the critical value, and with $p<0.001$ the null hypothesis is also rejected. The reduction in cycle times for both groups is not due to chance. Changes in cycle time skewness are minimal for the treatment group (-0.2, -2.2%), but the control group dropped by more than half, from 2.65 to 1.21, although neither result is statistically significant.

The difference-in-difference analysis reveals a 22.3-day difference in cycle time reduction between the treatment and control groups, statistically significant at $p<0.001$. Thus, we reject the null hypothesis that the difference-in-difference of the mean cycle times is due to chance. Furthermore, the reduction in cycle time for coaching in Experiment Two (27.8 days) is virtually the same as retraining in Experiment One (31.1 days) but has the added benefit of no required shutdown of production.

Examining the cumulative flow diagrams in Experiment Two, productivity improved in the treatment group following the coaching sessions from May through July 2017. As shown in Figure 19, before coaching the treatment group exhibited a batch process similar to that of the control group in Experiment One, Figure 13, where work items are loaded up at the start of the development cycle and worked down through the period. Departures exceed arrivals until the backlog of work is completed.
Figure 19. Experiment Two: Treatment Group CFD - Pre-Coaching

1/17 through 5/17 - Batch process

As shown in Figure 20, after the coaching sessions, there is less evidence of a batch process. By early September, shortly after the last coaching session, work-in-process virtually disappeared and the process seemed to be very stable. Throughout the period after coaching, both cycle time and work-in-process were shorter than before coaching.

Figure 20. Experiment Two: Treatment Group CFD - Post-Coaching

5/17 through 11/17 - Diminished batch process, lower WIP, shorter cycle time
For the control group, the cumulative flow diagrams show little significant change from before to after the coaching period. In both phases, the control group exhibits a stable process with a consistent level of completion of the work items through the period. Departures parallel arrivals both before (Figure 21) and after coaching (Figure 22).

Figure 21. Experiment Two: Control Group CFD - Pre-Coaching

1/17 through 5/17 - Stable cycle time and work-in-process

Figure 22. Experiment Two: Control Group CFD - Post-Coaching

5/17 through 11/17 - Stable cycle time and work-in-process
Table 11 indicates a slight improvement in flow efficiency for the treatment group, increasing from 55.3% to 62.7%, with no change for the control group at approximately 65% both before and after the coaching period. Daily throughput declined similarly for the treatment and control groups, with both experiencing reductions in throughput of 30.8% and 27.7% respectively. The statistics for change in daily throughput were also not significant with \( p \)-values in excess of 0.05, resulting in failure to reject the null hypotheses that the differences are caused by chance.

Table 11

**Experiment Two: Summary of Results - Flow Efficiency, Throughput, WIP**

<table>
<thead>
<tr>
<th>Treatment Group - Coached</th>
<th>Control Group - Not Coached</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-Coaching</td>
<td>No Coaching</td>
</tr>
<tr>
<td>1/1/17 - 5/24/17</td>
<td>1/1/17 - 5/24/17</td>
</tr>
<tr>
<td>Work Items</td>
<td>Mean Cycle Time (a)</td>
</tr>
<tr>
<td>112</td>
<td>55.54</td>
</tr>
<tr>
<td>Cycle Time Stnd Dev (b)</td>
<td>36.98</td>
</tr>
<tr>
<td>Cycle Time Skewness (b)</td>
<td>0.97</td>
</tr>
<tr>
<td>Post-Coaching</td>
<td>No Coaching</td>
</tr>
<tr>
<td>Change in Productivity Measures - Treatment Group</td>
<td>Change in Productivity Measures - Control Group</td>
</tr>
<tr>
<td>Differences</td>
<td>Differences</td>
</tr>
<tr>
<td>-27.75</td>
<td>-5.44</td>
</tr>
<tr>
<td>% Change</td>
<td>-51.8%</td>
</tr>
<tr>
<td>-49.9%</td>
<td>-34.8%</td>
</tr>
<tr>
<td>-2.2%</td>
<td>-54.4%</td>
</tr>
<tr>
<td>Significance tests:</td>
<td>Significance tests:</td>
</tr>
<tr>
<td>Statistic</td>
<td>Statistic</td>
</tr>
<tr>
<td>6.574</td>
<td>1.772</td>
</tr>
<tr>
<td>2.863</td>
<td>2.350</td>
</tr>
<tr>
<td>1.378</td>
<td>5.152</td>
</tr>
<tr>
<td>P-Value</td>
<td>P-Value</td>
</tr>
<tr>
<td>0.000</td>
<td>0.077</td>
</tr>
<tr>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.756</td>
<td>0.560</td>
</tr>
</tbody>
</table>

Change in Productivity Measures - Treatment vs Control Group

| Difference in Difference | -22.31 | -1.15 | 1.42 |
| % Point Change           | -37.1% | -6.1% | 52.1% |
| Significance tests:      | -7.348 | NA    | NA   |
| P-Value                  | 0.000  | NA    | NA   |

Significance Tests:  a) T-test; b) F-test

The results for changes in work-in-process indicate substantial improvement for the treatment group, and to a lesser degree, the control groups as well. Following the coaching sessions, average daily work-in-process declined from 27.3 stories to 13.3 stories, a 51.1% reduction. The control group also declined 19.1%, from 48.4 to 39.2 stories. Changes for both the treatment and control groups were statistically significant,
with t-statistics above the critical values and p < 0.001. In both cases, the null hypothesis that the reduction of work-in-process is due to chance is rejected. However, it is clear that the improvements are significantly stronger for the treatment team compared to the control teams.

Table 12

**Experiment Two: Results by Team**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Average Daily Throughput</td>
<td>Average Daily WIP</td>
<td>Cycle Time</td>
</tr>
<tr>
<td>ADT</td>
<td>0.31</td>
<td>18.61</td>
<td>37.05</td>
</tr>
<tr>
<td>ASCII</td>
<td>0.20</td>
<td>4.61</td>
<td>30.65</td>
</tr>
<tr>
<td>SC 3D</td>
<td>0.12</td>
<td>4.33</td>
<td>84.14</td>
</tr>
<tr>
<td>Plunk</td>
<td>0.43</td>
<td>10.13</td>
<td>24.42</td>
</tr>
<tr>
<td>ED</td>
<td>0.40</td>
<td>7.36</td>
<td>20.06</td>
</tr>
<tr>
<td>HTML</td>
<td>0.06</td>
<td>0.41</td>
<td>8.00</td>
</tr>
<tr>
<td>Content</td>
<td>0.22</td>
<td>2.44</td>
<td>28.23</td>
</tr>
<tr>
<td>DA</td>
<td>0.17</td>
<td>2.33</td>
<td>59.20</td>
</tr>
<tr>
<td>EU Exansions</td>
<td>0.10</td>
<td>1.96</td>
<td>24.00</td>
</tr>
<tr>
<td>SPW UI</td>
<td>0.15</td>
<td>9.94</td>
<td>68.70</td>
</tr>
<tr>
<td>Implement</td>
<td>0.91</td>
<td>3.00</td>
<td>76.80</td>
</tr>
<tr>
<td>Pri&amp;Rep</td>
<td>0.08</td>
<td>6.00</td>
<td>112.00</td>
</tr>
<tr>
<td>Total Control</td>
<td>1.77</td>
<td>48.43</td>
<td>36.96</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Non-Common Teams</th>
<th>Pre-Coaching</th>
<th>Post-Coaching</th>
<th>% Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>DPC-QSMed</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Order Green</td>
<td>0.23</td>
<td>18.25</td>
<td>63.19</td>
</tr>
<tr>
<td>Order White</td>
<td>0.24</td>
<td>9.18</td>
<td>50.63</td>
</tr>
<tr>
<td>Total Treatment</td>
<td>0.78</td>
<td>27.26</td>
<td>55.54</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Non-Common Teams</th>
<th>Pre-Coaching</th>
<th>Post-Coaching</th>
<th>% Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>DFC-QSMed</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Sensit</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>MailReadFormulas</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>ProblemList</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Total Non-Common</td>
<td>0.13</td>
<td>6.30</td>
<td>48.25</td>
</tr>
</tbody>
</table>

The results by team in Table 12 show that an increase in the number of stories processed by a team generally results in an increase in the average daily throughput and work-in-process.\(^7\) Teams such as SC 3D, HTML, Content, and Implement all increased in number of stories processed and all also increased in daily throughput and work-in-process.

Conversely, teams with lower story volumes are lower on these same measures. This

---

\(^7\) Non-common Control teams did not produce stories both before and after the coaching period. As a result, they are excluded from the comparison to the treatment team.
suggests that it is the increase in the volume of stories that is responsible for the increase in daily work-in-process as well as daily throughput. \(^8\)

The hypotheses related to coaching are generally consistent with the results of the analysis:

Treatment group cycle time is substantially lower after coaching, and the improvement is considerably greater than the modest improvement in the control group. The difference-in-difference analysis also shows greater productivity improvement for the treatment group. These results are consistent with the coaching hypothesis 2a.

Treatment group flow efficiency is slightly improved while the control group remained unchanged. These results are somewhat consistent with the coaching hypothesis 2b.

Daily work-in-process improved significantly more for the treatment group. The results are consistent with the coaching hypothesis 2c.

Daily throughput declined for both the treatment group and the control group by comparable percentages. These results are not consistent with the coaching hypothesis 2d.

\(^8\) The treatment group improved in cycle time, flow efficiency and WIP, but realized lower throughput, which seems contra-indicated. An examination of individual treatment team results reveals that two of the three treatment teams did substantially improve throughput (41.2% and 126.1%), but the lower throughput of the remaining team negatively impacted the overall weighted average.
CHAPTER 6
LEAN ACCOUNTING EXPERIMENT
Description of Necessary Data

I introduced lean accounting measures in the work environment and assessed how these measures influence productivity and employee attitudes. Figure 23 describes the research process used for the lean accounting experiment.

![Research Protocol: Lean Accounting](image)

Treatment Group receives Lean Accounting Exposure; Control Group does not

Figure 23. Research Protocol: Lean Accounting

The initial survey was administered in August and September 2017. The lean accounting measures were introduced to the treatment group in October 2017 shortly after the survey was completed. At the conclusion of the development cycle in late February 2018, the treatment and control groups were surveyed again. The survey results and productivity measures were compared to those before lean accounting introduction. The treatment and control groups contain approximately 110 and 330 developers, respectively.
The site for the study is the same as that used in the retraining and coaching experiments. Discussions with the firm’s management indicates that their lean operations and managerial accounting systems are not fully aligned.

Methodology for Data Collection and Analysis

I conducted informal and semi-structured interviews of managers in development, operations, and finance. Interview questions were used to assess the current status of lean software development and operational practices and to identify which lean management accounting metrics would be most valuable as productivity measures. These questions are listed in the Appendix. Working with management, we jointly agreed upon the most appropriate metrics and the graphical presentation of these metrics for ease in understanding. The selected metrics are work-in-process, cycle time, flow efficiency, and throughput. Some lean/agile software development organizations are starting to measure work-in-process in terms of days in production (Vacanti, 2015). Software development has a highly complex build process, with many stages of production and significant costs tied up in work-in-process.

On a bi-weekly basis, the treatment group received metrics on cycle time, throughput and flow efficiency. Additionally, the teams received reports indicating how closely they are performing compared to forecasts of throughput developed using a Monte Carlo simulation. Work-in-process is reviewed at daily team meetings using a video monitor. Work-in-process is very dynamic and is controlled on a daily basis. It is fundamental to improvements in the other productivity metrics. These metrics are actively used by the development teams in the treatment group to prioritize tasks and
resources, and modify processes. Before the rollout of the metrics, scrum masters who are responsible for the development process within the teams were trained on the use of the metrics in meetings to ensure consistency in the exposure.

Use of certain metrics is sensitive. The development managers are reluctant to share data with the staff that focuses on productivity per full time equivalent position (FTE). Managers believe that a focus on productivity per person may drive competitive pressures and force higher volumes with less staff, ultimately resulting in worse quality and adverse downstream consequences. In lean production, the objective is to maximize flow and minimize work-in-process; thus, any improvement of productivity per FTE is a secondary consideration and can distract from the larger goals.

Figures 24 through 27 provide the distributed lean accounting reports that include all of the agreed-upon metrics. Figures 28 represents the work-in-process data viewed daily on the video monitors and Figure 5 earlier explained the work-in-process data.\(^9\)

Consistent with the literature on use of lean accounting measures in manufacturing, the measures in this report are visual, easy for workers to understand, operationally based, and identify flow and bottlenecks (Kennedy & Widener, 2008; Fullerton et al., 2013, 2014; Petersen & Wohlin, 2010).

---

\(^9\) One of the treatment group teams, Edge, did not have access to these reports due to different software development platforms. Although this team used reports from the Actionable Agile tool, including scatterplots, continuous flow diagrams, flow efficiency and throughput reporting, and daily work-in-process monitors, I excluded them from the analysis since they were not subject to the same treatment as the other treatment teams.
In Figure 24 the Cycle Time report identifies the average cycle time for 100% of the stories completed each week and the best 85th percentile of stories completed each week, leaving out the worst performing stories. Additionally, this report identifies the cycle time for the 85th percentile story and the 100th percentile story (the longest cycle time story). This graphic provides both the average performance and impact of outliers on the average.
Figures 25 and 26 identify the status of flow efficiency and throughput by week over the preceding 10 weeks so that trends are immediately recognizable.
Figure 27. Forecast Accuracy Report

Figure 27 illustrates how well the team is performing against a Monte-Carlo generated forecast of story throughput by week. As performance varies from forecast, explanations of the cause of the variance (e.g. change in staffing levels, change in requirements, etc.) can be used to adjust the forecast inputs to generate a new forecast.

Figure 28 displays the work-in-process information reviewed daily on video monitors by the teams. Each block represents a story at a stage in the production cycle, and the number at the top of the column represents the work-in-process limit that should not be exceeded at that stage. The number of blocks (stories) on the video board represents all work-in-process, throughput is represented by the blocks exiting the process, and cycle time is the period required to pass from the initial stage of the process.
to the final stage. Cycle time days spent in “done” column status reduce flow efficiency because they represent undesirable queueing delays.

![Image of Work-in-Process Report](image)

**Figure 28. Work-in-Process Report (via monitor)**

These metrics are easily understood by the development staff and they specify which parts of the development process are impeding efficiency and lengthening cycle time, enabling remedial action. The reports are issued bi-weekly at the production unit level and reviewed at each staff meeting. Work-in-process reports are reviewed daily.

**Discussion of Results**

Similar to the retraining and coaching experiments, the analysis of lean accounting is represented in two formats. First, I visually analyze the productivity impact by evaluating scatterplots and cumulative flow diagrams. Second, I analyze the statistical impact of lean accounting on software development cycle times, comparing treatment
group and control group results before and after introduction of the lean accounting metrics, including a difference-in-difference analysis. I also examine the statistical evidence for improved productivity in flow efficiency, work-in-process, and throughput.

Productivity Results

The impact of the lean accounting metrics is evident in the Figure 29 scatterplot which depicts the cycle times for each story, represented by a dot, over the study period. The Y-axis represents days to complete a story and the X-axis represents the date on which the story was completed. Before distribution of the lean accounting reports, the treatment group had produced 297 stories during the development cycles that ran between January 1, 2017 and October 21, 2017. Following distribution of the reports, 93 stories were completed by the treatment group. For the control group displayed in Figure 30, 1,218 and 534 stories were completed, respectively, before and after metric distribution. A visual review of the scatter plots indicates greater dispersion in the treatment teams both before and after distribution of metrics. However, following distribution of metrics, the maximum cycle time for the treatment group remains relatively consistent while the control group increases, exceeding 200 days (Figures 29 and 30, respectively). The maximum story cycle time for the treatment group remains between 170 and 180 days before and after metric distribution.
Figure 29. Treatment Group Scatterplot

No change in cycle time distribution for stories

Figure 30. Control Group Scatterplot

Slight increase in cycle time distribution for stories

The CFD for the treatment group prior to metric rollout is provided in Figure 31.

The arrival and departure lines indicate a process in relative control, with work-in-process generally stable through the period.
Figure 31. Experiment Three: Treatment Group CFD - Pre-Metric Rollout

1/17 through 10/17 - Stable cycle time and work-in-process

After metric introduction, work-in-process also appears to be in relative control in Figure 32, with a modest batch process indicated as the arrival and departure lines slightly converge. Note that the scale of the two figures is different, with Figure 31 having almost 300 cumulative stories over almost 11 months compared to 93 stories for four months in Figure 32.

Figure 32. Experiment Three: Treatment Group CFD – Post-Metric Rollout

10/17 through 2/18 - Modest batch process
For the control group, the CFDs reveal much the same pattern as for the treatment group. Work-in-process appears to be stable and in control throughout the pre-metric rollout period in Figure 33, as well as following the rollout of metrics in Figure 34. Again, there are considerable differences in scale between the two figures.

Figure 33. Experiment Three: Control Group CFD – Pre-Metric Rollout
1/17 through 10/1 - Stable cycle time and work-in-process

Figure 34. Experiment Three: Control Group CFD – Post-Metric Rollout
10/17 through 2/18 - Stable cycle time and work-in-process
In summary, there do not appear to be meaningful differences between the treatment and control groups with respect to CFDs. In the pre-metric period, the treatment group story volumes appear to have significant variation while the control group is more consistent, as seen in the relatively smooth upward trend for both arrivals and departures. After metric introduction, the treatment group appears to be slightly converging, indicating a batch process similar to that seen in the control group CFD before and after retraining (Figures 15 and 16). The CFDs indicate no material improvement in productivity following introduction of the lean accounting metrics.

Table 13

**Experiment Three: Summary of Results - Cycle Time**

<table>
<thead>
<tr>
<th>Work Items</th>
<th>Mean Cycle Time (a)</th>
<th>Cycle Time Standard Dev (b)</th>
<th>Cycle Time Skewness (b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-Rollout</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/1/17 - 10/21/17</td>
<td>340</td>
<td>30.68</td>
<td>30.33</td>
</tr>
<tr>
<td>Post-Rollout</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10/22/17 - 2/14/18</td>
<td>93</td>
<td>40.61</td>
<td>34.40</td>
</tr>
</tbody>
</table>

Change in Productivity Measures - Treatment Group

<table>
<thead>
<tr>
<th>Differences</th>
<th>% Change</th>
<th>Statistic</th>
<th>P-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>9.93</td>
<td>32.4%</td>
<td>-2.528</td>
<td>0.012</td>
</tr>
</tbody>
</table>

Change in Productivity Measures - Treatment vs Control Group

<table>
<thead>
<tr>
<th>Difference in Difference</th>
<th>% Point Change</th>
<th>Statistic</th>
<th>P-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>12.51</td>
<td>44.1%</td>
<td>-7.348</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Change in Productivity Measures - Control Group

<table>
<thead>
<tr>
<th>Work Items</th>
<th>Mean Cycle Time (a)</th>
<th>Cycle Time Standard Dev (b)</th>
<th>Cycle Time Skewness (b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-Rollout</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/1/17 - 10/21/17</td>
<td>1,311</td>
<td>22.00</td>
<td>22.16</td>
</tr>
<tr>
<td>Post-Rollout</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10/22/17 - 2/14/18</td>
<td>427</td>
<td>19.42</td>
<td>16.63</td>
</tr>
</tbody>
</table>

Change in Productivity Measures - Control Group

<table>
<thead>
<tr>
<th>Differences</th>
<th>% Change</th>
<th>Statistic</th>
<th>P-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>-2.58</td>
<td>-11.7%</td>
<td>2.548</td>
<td>0.011</td>
</tr>
</tbody>
</table>

% Point Change: 43.9%

Significance Tests: a) T-test; b) F-test

There does not appear to be statistical support for reduced cycle times for the treatment group in the post-metric rollout period as represented in Table 13. In fact, average cycle time for the treatment group actually increased by almost ten days (32.4%). Cycle time standard deviation also increased by over four days (13.4%), indicating that
predictability and control of the software development process deteriorated. Skewness fell (-27.8%) reflecting improvement in the consistency of the variation in cycle times. The cycle time and skewness results are statistically significant, indicating that the null hypotheses - that any difference between the pre- and post-rollout period are due to chance - can be rejected. However, the direction of the change in cycle time does not support the conclusion that the introduction of metrics improves software development productivity.

After rollout, the control group experienced a modest decline in cycle time of 2.6 days (11.7%) as well as decreases in cycle time standard deviation (5.5 days, 24.9%) and skewness (1.11, 43.9%). Again, similar to the treatment group, cycle time and skewness measures are statistically significant. The 24.9% reduction in cycle time standard deviation is also statistically significant and contrasts with the treatment group increase of 13.4%.

The treatment group experienced a productivity decline compared to the control group, as indicated in the difference-in-difference analysis. Cycle time change for the treatment group is 12.5 days (44.1%) greater than the change for the control group. The results are statistically significant with \( p<0.001 \). Similarly, changes in cycle time standard deviation and skewness are also less favorable for the treatment group relative to the control group.
Examining other productivity measures in Table 14, the treatment group realized a 13.5% point increase in flow efficiency. The control group also improved 4.5% points and remained higher than the treatment group in absolute terms. For the treatment group, daily throughput declined -0.36 (-31.0%) after metric introduction, as did daily work-in-process, declining -2.14 (-7.5%). Results for daily throughput are statistically significant with the $t$-statistic of 2.107 above the critical value and $p<0.05$, rejecting the null hypothesis that these differences are due to chance. The daily work-in-process results for the treatment group is not statistically significant so differences due to chance cannot be ruled out.

The conclusion that the treatment group results do not support the hypothesis that lean accounting metrics improve software development productivity is also borne out in the individual team results. As noted Table 15, virtually all of the control teams

<table>
<thead>
<tr>
<th>Pre-Rollout</th>
<th>Pre-Rollout</th>
<th>Change in Productivity Measures - Treatment Group</th>
</tr>
</thead>
<tbody>
<tr>
<td>Work Items</td>
<td>Flow Efficiency</td>
<td>Daily Throughput</td>
</tr>
<tr>
<td>1/1/17 - 10/21/17</td>
<td>340</td>
<td>48.7%</td>
</tr>
<tr>
<td>Post-Rollout</td>
<td>10/22/17 - 2/14/18</td>
<td>93</td>
</tr>
<tr>
<td>Differences</td>
<td>13.5%</td>
<td>-0.36</td>
</tr>
<tr>
<td>% Change</td>
<td>-31.0%</td>
<td>-7.5%</td>
</tr>
<tr>
<td>Significance tests:</td>
<td>T-test</td>
<td>2.107</td>
</tr>
<tr>
<td>P-Value</td>
<td>0.036</td>
<td>0.066</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Change in Productivity Measures - Treatment vs Control Group</th>
</tr>
</thead>
<tbody>
<tr>
<td>Difference in Difference</td>
</tr>
<tr>
<td>9.0%</td>
</tr>
<tr>
<td>0.4</td>
</tr>
<tr>
<td>13.5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Pre-Rollout</th>
<th>Pre-Rollout</th>
<th>Change in Productivity Measures - Control Group</th>
</tr>
</thead>
<tbody>
<tr>
<td>Work Items</td>
<td>Flow Efficiency</td>
<td>Daily Throughput</td>
</tr>
<tr>
<td>1/1/17 - 10/21/17</td>
<td>1,311</td>
<td>65.8%</td>
</tr>
<tr>
<td>Post-Rollout</td>
<td>10/22/17 - 2/14/18</td>
<td>427</td>
</tr>
<tr>
<td>Differences</td>
<td>4.5%</td>
<td>-0.76</td>
</tr>
<tr>
<td>% Change</td>
<td>-17.0%</td>
<td>-18.6%</td>
</tr>
<tr>
<td>Significance tests:</td>
<td>T-test</td>
<td>1.449</td>
</tr>
<tr>
<td>P-Value</td>
<td>0.149</td>
<td>0.000</td>
</tr>
</tbody>
</table>
experienced reductions in cycle time but neither of the treatment teams did. Average
daily work-in-process also declined for all but one of the 11 control teams but only one of
the two treatment teams had this reduction. Improvements in flow efficiency were
experienced by all control and treatment teams; however, daily throughput and work-in-
process declined for virtually all teams.
Table 15

**Experiment Three: Results by Team**

<table>
<thead>
<tr>
<th>Common Teams</th>
<th>Pre-Metrics (1/1/17 - 10/21/17)</th>
<th>Post-Metrics (10/22/17-2/14/18)</th>
<th>% Change</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Average Daily Throughput</td>
<td>Average Daily WIP</td>
<td>Cycle Time</td>
</tr>
<tr>
<td>Bronze/Copper</td>
<td>0.25</td>
<td>5.61</td>
<td>26.05</td>
</tr>
<tr>
<td>Brown</td>
<td>0.67</td>
<td>9.34</td>
<td>16.62</td>
</tr>
<tr>
<td>Burgundy</td>
<td>0.15</td>
<td>2.86</td>
<td>24.00</td>
</tr>
<tr>
<td>Crimson</td>
<td>0.24</td>
<td>6.01</td>
<td>27.35</td>
</tr>
<tr>
<td>CTM</td>
<td>0.87</td>
<td>15.84</td>
<td>20.76</td>
</tr>
<tr>
<td>Magenta</td>
<td>0.04</td>
<td>2.12</td>
<td>109.33</td>
</tr>
<tr>
<td>Maroon</td>
<td>0.48</td>
<td>12.40</td>
<td>33.72</td>
</tr>
<tr>
<td>Orange(Core)</td>
<td>0.61</td>
<td>10.41</td>
<td>18.45</td>
</tr>
<tr>
<td>Rega</td>
<td>0.37</td>
<td>6.83</td>
<td>19.84</td>
</tr>
<tr>
<td>Sapphire</td>
<td>0.49</td>
<td>7.45</td>
<td>16.68</td>
</tr>
<tr>
<td>Yellow</td>
<td>0.36</td>
<td>6.79</td>
<td>21.68</td>
</tr>
<tr>
<td>Total Control</td>
<td>4.47</td>
<td>84.06</td>
<td>22.00</td>
</tr>
<tr>
<td>Blue</td>
<td>0.35</td>
<td>11.31</td>
<td>38.94</td>
</tr>
<tr>
<td>Gold</td>
<td>0.81</td>
<td>17.40</td>
<td>27.14</td>
</tr>
<tr>
<td>Total Treatment</td>
<td>1.16</td>
<td>28.71</td>
<td>30.68</td>
</tr>
<tr>
<td>Non-Common Teams</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Blue 2</td>
<td>1.00</td>
<td>7.74</td>
<td>18.15</td>
</tr>
<tr>
<td>Brown (Perf)</td>
<td>0.05</td>
<td>0.25</td>
<td>4.50</td>
</tr>
<tr>
<td>Gold 2</td>
<td>0.40</td>
<td>7.35</td>
<td>10.54</td>
</tr>
<tr>
<td>Olive</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Total Non-Common</td>
<td>2.91</td>
<td>31.16</td>
<td>13.1</td>
</tr>
<tr>
<td>Indigo</td>
<td>2.49</td>
<td>23.37</td>
<td>11.66</td>
</tr>
</tbody>
</table>

One treatment team, Indigo, was removed from the treatment group as it undertook an atypical project involving a platform change after treatment phase that allowed use of much smaller story sizes. This resulted in dramatic reductions in cycle time (-78.4%) and improvement in flow efficiency (+46.4% points) that distorted the treatment group results. Indigo results are provided at the bottom of Table 15. Indigo is also the largest team by story volume, constituting approximately 30% of total story production. These strong favorable results would suggest that Indigo benefitted from the introduction of lean accounting metrics. However, additional discussion of these results with development managers indicates that Indigo has recently been processing stories for a platform change, and that these stories are much smaller than typically experienced.
Based on the results of this analysis, it is difficult to attribute any productivity improvement to the introduction of lean accounting metrics.

The hypotheses related to the introduction of lean accounting metrics are generally not consistent with the analysis:

Cycle time increased for the treatment group while it slightly declined for the control group. These results are not consistent with the lean accounting metrics hypothesis 3a.

Flow efficiency improved three times the percentage point difference for the treatment group compared to the control group (13.5% point improvement compared to 4.5% point improvement). These results are consistent with the lean accounting metrics hypothesis 3b.

Daily work-in-process improved slightly for the treatment group (7.5% reduction) but substantially less than the improvement in the control group (18.6% decrease). These results are not consistent with the lean accounting metrics hypothesis 3c.

Daily throughput declined for both the treatment and control groups, and the decline is substantially greater for the latter. These results are not consistent with lean accounting metrics the hypothesis 3d.

Survey Results

Before and after the lean accounting metrics were distributed, team members were surveyed regarding their perceptions of lean/agile software development practices, employee satisfaction and teamwork, and operational reporting. The survey uses a 5-point Likert scale and the questions are on lean software development characteristics
(Poppendieck & Poppendieck, 2003) as itemized in Appendix C. The Pre-Treatment survey was concluded on September 27, 2017; the Post-Treatment survey was completed on March 7, 2018. Table 1 below summarizes the responses by major question category. Detailed data on the responses to each of the 14 questions are in Appendix A. Original email dates with follow-up emails are also in the Appendix A.

Table 16

Summary of Survey Results

<table>
<thead>
<tr>
<th>Survey questions:</th>
<th>Treatment</th>
<th>Control</th>
<th>Point change in variance: Treatment vs Control</th>
</tr>
</thead>
<tbody>
<tr>
<td>My organization/team uses lean practices (6 questions)</td>
<td>Pre-Metric</td>
<td>Post-Metric</td>
<td>% Variance</td>
</tr>
<tr>
<td>2.51</td>
<td>2.53</td>
<td>0.8%</td>
<td>2.72</td>
</tr>
<tr>
<td>I am satisfied with my work and my team (4 questions)</td>
<td>2.19</td>
<td>2.04</td>
<td>-6.8%</td>
</tr>
<tr>
<td>Operational reporting is understandable and useful to my work (4 questions)</td>
<td>2.52</td>
<td>2.63</td>
<td>4.4%</td>
</tr>
</tbody>
</table>

Response rate:

<table>
<thead>
<tr>
<th></th>
<th>Treatment</th>
<th>Control</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total surveys sent</td>
<td>90</td>
<td>320</td>
</tr>
<tr>
<td>Total responses</td>
<td>61</td>
<td>108</td>
</tr>
<tr>
<td>Total effective responses</td>
<td>47</td>
<td>95</td>
</tr>
<tr>
<td>Total response %</td>
<td>67.8%</td>
<td>33.8%</td>
</tr>
<tr>
<td>Total effective responses %</td>
<td>52.2%</td>
<td>29.7%</td>
</tr>
</tbody>
</table>

Note: An effective response provided answers to the questions. Ineffective responses just provided background information. The 90 treatment surveys sent excludes 20 surveys sent to the Edge team excluded from the analysis since Edge was not fully subject to the treatment.

The initial survey draft was significantly more detailed, consisting of 46 questions. Suggestions from Temple University Fox School of Business faculty were incorporated into the survey. However, the development managers at the research site argued that the revised survey was too long and detailed. Managers explained that staff

---

10 Contributions from Lynne Andersson, Susan Mudambi and David Schuff are greatly appreciated.
are frequently surveyed and are more likely to complete brief surveys of 14-15 questions that take 5 minutes to complete. The shortened survey was piloted among 19 development managers and revised further by adding open-ended questions to let employees comment on current metrics.

As noted on Table 16, developers did not materially change in their understanding of lean practices, operational metrics and attitudes toward work and teammates between the pre- and post-metric periods. Ironically, one measure, “Provides the team with measurements of progress” declined 6.2% (from 2.09 to 1.96) for the treatment group but improved 31.1% for the control group (2.28 to 2.99).\(^{11}\) It is interesting to note that during this same period the treatment team actually experienced increased cycle times, so that progress was not evident.

Effective response rates (those for responding and completing all of the questions) were in the 30% range except for the initial treatment group survey which was just above 50%. However, given the population, response rates should have been 75% for the treatment group and 46% for the control group for a 90% confidence level with a 5% margin of error.\(^{12}\)

Discussion of these survey results with managers at the site indicate that the four-month period (late October, 2017 through mid-February, 2018) is probably insufficient time for the use of metrics to have a meaningful impact on employees. Metrics were reviewed bi-weekly, generally 12 to 15 times over the period, and there were staff absences over the holiday, so overall exposure was somewhat limited. Furthermore, if the

\(^{11}\) See question 5 in Appendix A.

\(^{12}\) Power analysis is based on the tool at https://www.qualtrics.com/blog/calculating-sample-size/, and indicates the minimum sample size needed for statistical support that the survey responses are representative of the population.
metrics are not clearly introduced to the team, developers may become further confused and find the reporting to be distracting and unnecessary. A clear linkage between changing and improving processes and seeing the results in the metrics is needed for developers to give the reports credibility. Given the length of software development cycles, such a change is likely to take several months to have a meaningful impact.

The hypotheses related to employee understanding of lean practices and metrics, and attitudes toward work are not supported:

Results of the employee survey indicate no material change in employee work satisfaction, understanding of lean practices and operational metrics.
The experimental results are generally consistent with my hypotheses on retraining (H1a-d) and coaching (H2a-d). These are targeted interventions, effective in improving productivity in the near term. Significant improvement in most of the productivity measures is observed.

However, the experiment on lean accounting metrics produced results that were largely inconsistent with my hypotheses (3a-d). There is modest improvement in flow efficiency but other productivity measures are unaffected or even decline. Furthermore, based on the survey results, the display of lean accounting metrics has no observable impact on team use of lean practices, work satisfaction or understanding of operational reporting (H4). Table 17 summarizes the results of the hypotheses tests.

Discussions with management indicated that a longer timeframe is needed to properly evaluate the use of lean accounting metrics, ideally a full development cycle (several months). This study covered late October, 2017 through mid-February, 2018, interrupted by holiday absences in December. Both team managers and developers need more time to fully understand how to apply knowledge from the metrics to daily operations. Introduction of these new lean accounting metrics may result in short-term declines in productivity as teams experiment with work processes to understand how to increase the reported metrics. Finally, some learnings early in the cycle from the metrics may only be implementable in subsequent development cycles.
The impact of this study on productivity is illustrated in the simplified conceptual model in Figure 35 below. The solid lines indicate that the hypotheses are consistent with the results of the experiments, while the dotted line indicates a lack of consistency. Furthermore, this conceptual model excludes the reference to Hypotheses 4 since this did not have a hypothesized relationship to the independent variable, productivity, and the hypothesis was not consistent with the results of the survey.
I plan to continue to work with the subject firm to expand this analysis, covering a full development cycle and potentially incorporating financial metrics such as costs per story based on developer costs. Furthermore, data from the Monte Carlo-derived Forecast Accuracy report (Figure 27) can be used for budgeting and forecasting development expenses and understanding variances from prior forecasts. Integrating the lean accounting metrics with financial data will make the value of lean agile practices much more transparent to both developers and senior management.

I have also had discussions with a leading software firm (approximately $1 billion in sales) that utilizes software as a service (SaaS) as its delivery mode for software features and functions. Unlike the site-based software delivery used by the subject firm of this study, SaaS delivery has a direct connection between completion of software development and revenue generation, since the features and functions are readily available to the customer. With site-based software delivery, intermediate steps and
extended time frames are needed to get the software operational at the customer site. The relationship between software development and revenue realization is far less direct than that realized by the SaaS model. Extending this analysis to a SaaS firm would allow for greater understanding of the impact of lean agile practices on revenue as well as expense. Discussions with the SaaS-based firm indicate strong interest in better understanding this relationship.

Finally, it would be of value to examine the combined effects of training/coaching and the subsequent introduction of metrics. I planned on including this analysis, but the treatment team that received the additional training did not get the same metrics exposure as the rest of the treatment group.
CHAPTER 8

LIMITATIONS OF STUDY

There is always the danger that specific productivity measures become the object or target of improvement rather than reflect broader improvement to processes, as noted in Goodhart’s Law or Campbell’s Law (Goodhart, 1976; Campbell, 1979). In my experimental setting, the productivity measures have a relatively low profile and have not been emphasized in the organization; therefore, the potential problem of this corruption is somewhat abated. However, as these metrics gain in visibility, and senior management starts to rely on these measures for making management decisions, the issue may need to be addressed more directly. These productivity measures are inputs to the Monte Carlo forecasting model used by the company. These inputs can be manipulated to forecast the impact of improvements in work-in-process and other variables on cycle time and delivery dates (Magennis, 2012).

Further, as previously noted, story size is a variable that impacts throughput and cycle time. While discussions with management indicate that story size does not generally differ materially from period to period within a team, the results for the Indigo team indicate that sudden changes in productivity results must be examined in detail to determine if story size is a factor in the analysis.

As noted in the conclusion, my review of the lean accounting productivity results with management indicates that the impact on team performance is likely to take longer than the evaluation period used in this study. These reports provide new data that must be digested, internalized and translated into decisions by developers. These decisions need time to have a measurable impact on productivity results and developer attitudes.
The survey used to assess developer attitudes had a lower response rate than expected, especially for the treatment group’s post-treatment survey which was almost half the pre-treatment survey response rate (35.6% versus 67.8%). The low overall response rate may arise from survey design or employee disinterest from having to complete the same survey twice. Also, responding to a survey request from an unknown outside party may have reduced the willingness to participate in the survey. As a remedy for this problem, future studies can incorporate structured or semi-structured interviews of both treatment and control teams prior to and following the treatment period. This may prove more effective in getting meaningful insights into changes in developer attitudes.

The disparities in length of time before treatment versus after treatment should be reduced in future studies. Comparing a long pre-treatment period to a short post-treatment period will cause shorter story development times after treatment than before. Since both the treatment and control groups are using the same pre- and post-treatment timeframes, performance differences between the two groups reveal relative improvements in productivity. However, using the same full development cycle of several months before and after treatment would permit measurement of productivity changes around the treatment for both groups. The visual depictions of performance in the scatterplots would also benefit from using similar pre and post full development cycles as a basis for the analysis.
CHAPTER 9

EXPECTATION OF RESEARCH CONTRIBUTION

Given the lack of prior empirical research on the productivity improvements using lean software development processes, this study is likely to be significant for practitioners and academics. A review of the literature on training and productivity suggests that experiments using treatment and control groups have not been previously used. Furthermore, the analysis of training and coaching is based upon the results of two experiments, which both produced similar improvements in cycle time and other productivity measures. As noted, most of the prior research relies on surveys or analyses of panel data. Both experiments use a control group from the same organization over the same time periods to reduce the effect of unmodeled events. Furthermore, many studies on training and productivity use an increase in wages as an indicator of a productivity increase. This analysis uses improvements in cycle time, flow efficiency, throughput and work-in-process that are all direct measures of productivity.

Additionally, there is virtually no research on the need to align managerial accounting practices to operational approaches for software development. The misalignment between senior management controls and the culture of lean/agile practices in software development teams was identified as a major hurdle at the 2015 Agile Alliance Conference, impacting 70% to 90% of agile/lean organizations (Denning, 2015). This research is the first to document these lean accounting practices as applied to a major software development firm and will therefore establish a basis for comparison to practices of other firms in this industry, especially if longer evaluation periods are used in the analysis. Replication of this research with other firms over full development cycles
may result in a common set of best practices, similar to what was identified in manufacturing through the Lean Accounting Summit in 2005. The need for understanding, documenting and promulgating the best practices in this area has become even more compelling due to the market demands for continually updated solutions as seen in SaaS.

This research also attempts to identify the impact of transparent, accessible, actionable and visual metrics on employee engagement with and understanding of work processes at the work unit level. Extensions of this research using longer periods of analysis and similar metrics at a consolidated company-wide level may strengthen senior management’s appreciation of lean/agile contributions, with the added dimension of integrating financial and resource-based information of interest to senior management.

This analysis has value beyond the software development industry. Software is now a substantial asset in many non-software firms, and the breadth of software’s impact through all industries continues to grow. As an example, 32% of Levi Strauss Inc.’s gross PP&E consists of software, much of which is internally developed ($384 million of $1,202 million of PP&E, Levi Strauss 10K, 2015). Therefore, measuring the productivity of software development is broadly a business-wide issue, impacting all firms that utilize software as a key asset in operations.

Finally, it is worth noting that although this paper addresses lean production in software development, there are many other processes involved in delivering software products to customers which must also be incorporated if the lean approach to production is ultimately to improve the productivity of the firm. As noted in The Machine that Changed the World (Womack et al., 2007), a text that examines the automobile
manufacturing process, all steps necessary to the production process must be incorporated into lean processes, including market assessment, product design, engineering, supply chain, and sales and service. Similarly, many software development firms need to host and install the software, and all software firms need to maintain extensive customer support operations, and develop strong relationships with current and potential customers. Ultimately, the productivity of software development firms requires a consistent lean approach across the whole enterprise. Use of similar metrics throughout the full software production value chain, including software delivery, support, hosting and consulting, will significantly enhance the firm’s productivity. Developing software is simply the first stage in delivering value to the end user. To fully realize the value of lean practices, it is necessary to extend lean practices and the supporting metrics throughout the entire enterprise.
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## APPENDIX A
### SURVEY QUESTIONS AND RESPONSES

**Survey questions:**

On a scale of 1 to 5, responses are: Strongly Agree (1), Agree (2), Neutral (3), Disagree (4), Strongly Disagree (5):

<table>
<thead>
<tr>
<th>My organization/team uses lean practices (6 questions)</th>
<th>Treatment</th>
<th>Control</th>
<th>Point change in variance: Treatment vs Control</th>
</tr>
</thead>
<tbody>
<tr>
<td>My organization/team uses lean practices (6 questions)</td>
<td>Pre-Metric</td>
<td>Post-Metric</td>
<td>% Variance</td>
</tr>
<tr>
<td>My organization/team uses lean practices (6 questions)</td>
<td>2.51</td>
<td>2.53</td>
<td>-0.8%</td>
</tr>
<tr>
<td>My organization/team uses lean practices (6 questions)</td>
<td>2.19</td>
<td>2.04</td>
<td>-6.8%</td>
</tr>
<tr>
<td>My organization/team uses lean practices (6 questions)</td>
<td>2.52</td>
<td>2.63</td>
<td>4.4%</td>
</tr>
</tbody>
</table>

**My organization or team:**

1. Uses reporting to make waste visible such as partially done work, extra processes, extra features, task switching, defects, and waiting.
2. Reduces cycle time using small batches with steady arrival rate and departure rate throughout the workflow.
3. Allows team members to choose the best means for them to accomplish their work and make their own commitments.
4. Motivates employees by helping them understand the purpose of their work.
5. Provides the team with measurements of progress.

**I am satisfied with:**

7. My ability to do interesting work in my role.
8. My ability to apply my skills and experience in my current role.
9. The ability of my team to communicate effectively with each other.
10. The ability of my team to work effectively with each other.

**Regarding the operational performance reporting of the software development process, I am satisfied with:**

11. The regular and frequent availability of the reporting for my team.
12. The clarity and ease of understanding the reporting that my team receives.
13. The usefulness of reporting that my team receives to help us improve operations.
14. How reporting explains the efficiency of delivering client value with available resources.

**Response rate:**

<table>
<thead>
<tr>
<th>Total surveys sent</th>
<th>90</th>
<th>90</th>
<th>0.0%</th>
<th>320</th>
<th>320</th>
<th>0.0%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total responses</td>
<td>61</td>
<td>32</td>
<td>-47.5%</td>
<td>108</td>
<td>105</td>
<td>-2.8%</td>
</tr>
<tr>
<td>Total effective responses</td>
<td>47</td>
<td>26</td>
<td>-44.7%</td>
<td>95</td>
<td>99</td>
<td>4.2%</td>
</tr>
<tr>
<td>Total response %</td>
<td>67.8%</td>
<td>35.6%</td>
<td>-32.2%</td>
<td>33.8%</td>
<td>32.8%</td>
<td>-9.9%</td>
</tr>
<tr>
<td>Total effective responses %</td>
<td>52.2%</td>
<td>28.9%</td>
<td>-23.3%</td>
<td>29.7%</td>
<td>30.9%</td>
<td>1.3%</td>
</tr>
</tbody>
</table>

Note: An effective response provided answers to the questions. Ineffective responses just provided background information. The 90 treatment surveys sent excludes 20 surveys sent to the Edge team excluded from the analysis since Edge was not fully subject to the treatment.

The pre-metric survey email was sent on August 11, 2017. An alert was sent out on August 4, 2017 describing the study and informing the teams that the survey would be sent out shortly. A reminder email to complete the survey was sent out on August 25, and again on September 20, 2017. The survey was closed on September 27, 2017.

The post-metric survey was sent out on February 14, 2017 and a reminder email was sent out on February 26, 2018 and again on March 5, 2017. The survey was closed on March 7, 2018.
APPENDIX B
STUDY PROTOCOL AT RESEARCH SITE

Requested access:
At each site, access to software development and finance and accounting managers for initial open-ended and semi-structured interviews (60 to 90 minutes each) followed up by more in depth meetings (two to four hours) with the same managers to identify measures appropriate to the study.

Requested information:
State of implementation of lean software development processes and practices and related processes (hosting, support, implementation) from initial concept development through delivery of value to the customer (resulting in revenues).

Semi-structured questions for the development organizations:

1. What specific metrics are used to determine productivity in your organization?
2. What reports or other data are available to operations management to evaluate their productivity?
3. To what level of your organization is this data available?
4. How frequently is this data distributed?
5. Is the reporting timely?
6. Do you and your team fully understand the performance reports that you receive?
7. Does the performance reporting help you and your team improve operations?
8. Are there reports issued to you or your team that have little or no value?
9. How is this data translated into or used for company financial data?
10. How are your organization’s activities prioritized, planned and budgeted?
11. Which reports are used for near term (current day, week, month), mid-term (current year) and long term/strategic decision-making (multiple years)?
12. How does the performance management reporting process contribute to (or hinder) agile/lean processes?
13. How are continuous improvement practices incorporated into operations?
14. How is employee empowerment encouraged in operations?
15. How extensive is cross training of your staff?
16. What is the management review process for selection and termination of software development projects?
17. What is the management review process for monitoring of progress on software development projects?
Semi-structured questions for the finance/accounting (F&A) organization:

1. How does the F&A organization evaluate the productivity of the various operations organizations?
2. What reports or other information are available to F&A to evaluate the productivity of the various operations organizations?
3. Who receives operational and financial reporting/tracking data and how does it impact operations?
4. Are there any lean accounting practices in place (visual performance measurements, simplified reporting, value stream mapping)?
5. Explain the annual budgeting process.
6. Explain the financial forecasting process.
7. How do the operational organizations participate in the budgeting and forecasting process?
8. Which financial/accounting reports have little or no value?
9. What reports requested by operations organizations are not being produced or delivered?
10. What is the management review process for selection and termination of software development projects?
11. What is the management review process for monitoring of progress on software development projects?
12. What is the impact of lean practices on forecasting, budgeting and strategic planning?
APPENDIX C  
BASIS FOR SURVEY QUESTIONS  
(Poppendieck & Poppendieck, 2003)

1. **Eliminate waste** - Does your organization:
   a. Use reporting make visible waste: partially done work, extra processes, extra features, task switching, defects, waiting, motion?
   b. Use value stream mapping to identify critical paths used to deliver value to the customer?

2. **Amplify learning** - Does your organization:
   c. Provide get feedback and input from an immediate customer?
   d. Develop software in iterations: designed, tested, integrated and delivered during a short, fixed timeframe with negotiated scope and team commitment?
   e. Build software in small batches and regularly synchronized and stabilized?
   f. Use set-based development that identifies constraints rather than point-based development that offers choices? (Note: Set-based development makes decisions based on known constraints rather than point-based development which provides multiple choices that may work under some circumstances but not under all conditions.)

3. **Decide as late as possible** - Does your organization:
   g. Reduce high stakes constraints; develop software that is easy to change; use concurrent software development?
   h. Employ options thinking, providing the flexibility to make decisions as late as possible?
   i. Avoid losing an important alternative by failing to make a timely decision at the last responsible moment?
   j. Encourage making decisions on breadth first rather than depth first decisions and, with experience, learn to make intuitive decisions?
   k. Use simple rules where possible allowing for a framework for self-organization?

4. **Deliver as fast as possible; complements “decide as late as possible”** - Does your organization:
   l. Pull customer work into the development process based on team choice?
   m. Employ queuing theory by reducing cycle time using small batches with steady arrival rate and departure rate throughout the system?
   n. Keep some slack in the systems for capacity?
   o. Understand and make transparent the cumulative multi-year full cost of delay to the customer/market including market share loss?
5. **Empower the team** - Does your organization:

   p. Allow employees to decide/choose the best means for them to accomplish their work and make their own commitments?

   q. Motivate employees by helping them understand the purpose of their work and how it helps the customer?

   r. Provide employees with a safe working environment, a sense of belonging, assurance of competence and measurements of progress?

   s. Set direction, align people, enable motivation, using the concept of a *shusa*, master designer or chief engineer, who sets direction and guides development through the “fuzzy front end”?

   t. Use Project leaders provide the operational basis for a lean organization?

   u. Develop and foster communities of expertise that will typically create the standards (naming, build, code check-in/check-out, etc.)?

6. **Build integrity in** - Does your organization:

   a. Promote perceived integrity: product has a balance of function, usability, reliability and economy that is valued by the customer?

   b. Promote conceptual integrity as a prerequisite for perceived integrity, i.e., the product’s central concepts work well together as a smooth, collective whole, balancing flexibility?

   c. Continuously improve the system as it evolves so internal systems stay healthy over time?

   d. Employ unit, system, and integration tests *as developer tests*?

   e. Employ acceptance tests *as customer tests*; both run as automated tests and as part of the daily build process?

   f. Create a “testing scaffolding” process that identifies unintended consequences immediately?

   g. Create documentation of software “as built”?

7. **See the whole** - Does your organization:

   v. Use the 5 “whys” to uncover root systemic issues; seek and fix the current constraint and understand that it may move to another place in the system?

   w. Optimize each sub task through collaboration and coordination between the sub tasks resulting in overall sub optimization of the system?

   x. Avoid contracts with detailed fixed scope?

   y. Use shared benefit contacts, time and materials contracts, multi-stage contracts or target-cost contracts, all of which make the contract a collaborative process?
1) Abstract of the study
   During the past 15 years, software development has adopted lean practices used by manufacturing for several decades. Similar to the manufacturers, software developers will need to modify managerial accounting practices to effectively measure productivity in a lean/agile environment. This study examines the impact of introduction of lean accounting measures into two lean/agile software development companies. The companies differ in the delivery of software to the customer, one using web-based Software as a Service (SaaS), the other using a more traditional site-based delivery method.

2) Protocol Title
   Lean Accounting Comes to Lean Software Development

3) Investigator
   Principal Investigator: Dr. Sudipta Basu
   Research Assistant: Thomas Stone, DBA student, Fox School of Business

4) Objectives
   The purpose of this research is to examine the impact of lean accounting practices on the productivity of software development and organizational attitudes toward lean practices and employee engagement. There will also be an examination of the differences between software development firms using different software delivery practices, since SaaS is considered to be a more lean delivery method.

5) Rationale and Significance
   In general, the literature has determined that strategic direction and operational practices must be supported by appropriate management controls in order for an organization to function optimally. Currently, misalignment between management controls and the culture of lean/agile software development adversely impacts most software development organizations. This study will examine the impact of introducing lean management accounting measures to firms where these practices are not fully implemented.

6) Resources and Setting
   Beyond the required CITI training, the investigators will ensure that any persons assisting with the study are adequately informed about the protocol and their study-related duties and functions by meeting with each researcher to discuss and review role specific tasks and expectations.
   The research interviews will take place at two firms, Cerner Corporation in Kansas City, MO and Malvern, PA and Ultimate Software in Weston, FL. Information will be gathered through In-person meetings, phone and WebEx meetings, and email correspondence.
7) Prior Approvals
No other non-IRB approvals are necessary in order to perform the research. Non-Disclosure Agreements (NDA) have been provided by both firms.

8) Study Design
a) Recruitment Methods
The investigators will work with each firm to determine the employees best suited to participate in this study. It is expected that those interviewed and surveyed will be from all levels of management and staff in various functional areas, including operations, R&D, finance and accounting, and product management. The study aims to recruit approximately 300 participants at each firm. A smaller subset of these participants will also be included in a pilot study prior to executing on the full examination.

b) Inclusion and Exclusion Criteria
Subjects must be employees or contractors of the firms and will participate on an entirely volunteer basis via one of the previously specified subject pools.

c) Study Timelines
The duration of a subject’s participation in the study will be less than 30 minutes to complete a survey. Interviews may take longer, up to 90 minutes. Additionally, workshops to development metrics may be conducted which may take 3 to 4 hours. Managers may be asked to participate in more than one interview, depending on the study requirements. The estimated date that the investigators will complete the study is March 31, 2018.

d) Study Procedures and Data Analysis
This is a study of the relationship between use of certain performance metrics and productivity in software development firms. This will require me to survey employees on their perceptions of their organizations. The survey responses will be anonymous and participation will be voluntary. The research approach will be a systematic investigation designed to develop and contribute generalizable knowledge. No payment is received from or provided to the organization or the subjects for this research. There may be reimbursement by the firm of the investigator’s travel expenses to visit the firm and conduct the research.

My research will introduce certain new performance metrics to the organization being studied and the employees will be exposed to these metrics. Managers will reference these metrics at employee meetings to re-enforce the visibility and understanding of the metrics. I will use an experimental design approach, where one treated group of employees will be exposed to the new metrics and another control group will not have this exposure.

Before and after a period of exposure to the new metrics, both the treated group and the control group will be surveyed to determine differences in perceptions of organizational performance. Additionally, I will measure actual productivity results for
both groups by examining the level of actual output by the groups both before and after
the treatment.

Questions used in the survey will ask employees if exposure to these new metrics
employees helps them to more fully understand the impact of their work on the
performance of the organization and if this understanding motivates the employee to
become more productive. Additionally, there will be interpersonal interviews with
selected employees and managers to help formulate the questions and to determine
performance metrics which are most critical. These interviews will be voluntary and will
be recorded and notes will be taken during the interviews. The interviews will be
conducted individually or in groups. If conducted in groups, others will be aware of the
individual’s responses. Otherwise, responses will be kept confidential.

Managers will reference these metrics at employee meetings to re-enforce the
visibility and understanding of the metrics. I will use an experimental design approach,
where one treated group of employees will be exposed to the new metrics and another
control group will not have this exposure.

Studies will be conducted through in-depth unstructured and semi-structured
interviews and surveys. Subjects will answer questions about lean software development
practices, reporting processes and measures, planning and budgeting, general operational
issues, and attitudes toward work. Subjects will complete a survey that includes
established, validated measures and interviews for the purposes of creating and validating
new construct measures. A list of sample survey questions is provided in this packet.
Statistical analysis will be performed to determine any relationships in the data.

e) Withdrawal of Subjects
There are no anticipated circumstances under which subjects will be withdrawn
from the research without their consent. There are no consequences of a subject’s
decision to withdraw from the research. The participant can exit the study at any time
without consequence.

f) Privacy & Confidentiality
While the research collects demographic information such as age and
gender, no identity revealing information is collected. The study will neither
use nor disclose subjects’ Protected Health Information (PHI).

9) Risks to Subjects
No physical or emotional discomfort should come to any of the participants.
There are no short- or long-term risks to the subjects.

10) Multi-Site Human Research
This research involves multi-site studies. No problems involving risk to subjects
or others are anticipated. Participant recruitment, study procedures, and data collection
will follow a uniform protocol across all sites to protect subjects and ensure data
confidentiality.
11) Potential Benefits to Subjects

Given the nature of the study, participants and their firms can expect to benefit from improved financial and operational metrics, greater employee engagement and increased productivity.

12) Costs to Subjects

There are no costs that subjects may be financially responsible for due to study participation.

13) Informed Consent

The participants in the face-to-face interviews will sign the Informed Consent for Minimal Risk Social and Behavioral Research form, which is provided, before the interviews or experiments.

A waiver of written document of informed consent is requested for subjects participating in the online survey as the research presents no more than minimal risk of harm to subjects and involves no procedures for which written consent is normally required outside of the research context. In order to preserve confidentiality, the informed consent form will be electronically agreed to by the participants before gaining access to the online survey. The text of the consent form for the online survey is presented on the first page of the survey.

14) Vulnerable Populations

The study does not seek to obtain respondents with any specific defining characteristics and will not include individuals who are not yet adults (infants, children, teenagers), pregnant

On-Line Consent Form used with the survey

Research study: Lean Accounting Comes to Lean Software Development

Name and Department of Investigators:

Thomas Stone, Doctoral student, Temple University Fox School of Business

Sudipta Basu, Faculty member, Temple University, Fox School of Business

The purpose of this study is to examine the impact of certain operational and financial metrics on software development productivity and employee attitudes toward lean agile software development.

Your participation in the survey will contribute to a better understanding of the value of tracking and reporting transparent metrics on productivity. The total estimated time to complete the survey is 10 minutes.
Access to the survey data detail during data collection is limited to the investigators noted above. Individual responses, along with any other personally identifiable information about you, will be stripped from the final dataset. Total results of the survey will be used in the study.

Your participation in this survey is voluntary. You may decline to answer any question and you have the right to withdraw from participation at any time without penalty.

Regarding any questions, concerns, or complaints about this study, contact Thomas Stone at 215-421-0030 or tug21815@temple.edu or contact Dr. Sudipta Basu at sudipta.basu@temple.edu or 215-204-0489.

This research has been reviewed and approved by the Temple University Institutional Review Board. Please contact them at (215) 707-3390 or e-mail them at irb@temple.edu for any of the following: questions, concerns, or complaints about the research; questions about your rights; to obtain information; or to offer input.

Confidentiality: Efforts will be made to limit the disclosure of your personal information, including research study records, to people who have a need to review this information. However, the study team cannot promise complete secrecy. For example, although the study team has put in safeguards to protect your information, there is always a potential risk of loss of confidentiality. There are several organizations that may inspect and copy your information to make sure that the study team is following the rules and regulations regarding research and the protection of human subjects. These organizations include the IRB, Temple University, its affiliates and agents, Temple University Health System, Inc., its affiliates and agents, and the Office for Human Research Protections.

By clicking on the link to the survey below I agree that I am at least 21 years old and I agree to participate in this research project.
Certification of Approval for a Project Involving Human Subjects

Date: 11-Apr-2017

Protocol Number: 24436
Pl: BASU, SUDIPTA

Review Type: EXEMPT
Approved On: 11-Apr-2017

Approved From:

Approved To:

Committee: A1
School/College: BUSINESS SCHOOL (1500)
Department: FSBM ACCOUNTING (15029)
Sponsor: NO EXTERNAL SPONSOR
Project Title: Lean Accounting Comes to Lean Software Development

The IRB approved the protocol 24436.

If the study was approved under expedited or full board review, the approval period can be found above. Otherwise, the study was deemed exempt and does not have an IRB approval period.

If applicable to your study, you can access your IRB-approved, stamped consent document or consent script through ERA. Open the Attachments tab and open the stamped documents by clicking the Latest link next to each document. The stamped documents are labeled as such. Copies of the IRB approved stamped consent document or consent script must be used in obtaining consent.

Before an approval period ends, you must submit the Continuing Review form via the ERA module. Please note that though an item is submitted in ERA, it is not received in the IRB office until the principal investigator approves it. Consequently, please submit the Continuing Review form via the ERA module at least 60 days, and preferably 90 days, before the study’s expiration date.

Note that all applicable Institutional approvals must also be secured before study implementation. These approvals include, but are not limited to, Medical Radiation Committee ("MRC"), Radiation Safety Committee ("RSC"), Institutional Biosafety Committee ("IBC"), and Temple University Survey Coordinating Committee ("TUSCC"). Please visit these Committees’ websites for further information.

Finally, in conducting this research, you are obligated to submit the following:

• Amendment requests - all changes to the study must be approved by the IRB prior to the implementation of the changes unless necessary to eliminate apparent immediate hazards to subjects.
• Reportable new information - using the Reportable New Information form, report new information items such as those described in the Investigator Guidance: Prompt Reporting Requirements HRP-801 to the IRB within 5 days.
• Closure report - using a closure form, submit when the study is permanently closed to enrollment; all subjects have completed all protocol related interventions and interactions; collection of private identifiable information is complete; and Analysis of private identifiable information is complete.

For the complete list of investigator responsibilities, please see the Policies and Procedures, the Investigator Manual, and other requirements found on the Temple University IRB website: http://research.temple.edu/irb-forms-standard-operating-procedures#POLICY

Please contact the IRB at (215) 707-3390 if you have any questions.