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ABSTRACT 

This thesis presents an economical, non-invasive and user friendly approach of determining the 

ǎǳōƧŜŎǘΩǎ ƎŀȊŜ ƻƴ ŀ ŎƻƳǇǳǘŜǊ ǎŎǊŜŜƴΦ Along with facial feature tracking, gaze estimation allows a 

user to control a computer by eye and head movements. Gaze estimation has many applications 

in surveillance, video gaming, advertisements, monitoring driver alertness, and medical 

applications. The objective of gaze estimation is to determine where the user is looking at on 

the computer screen. However, current gaze estimation strategies tend to be expensive, 

impractical, and invasive. The suggested method in this paper ƛǎ ŀōƭŜ ǘƻ ǘǊŀŎƪ ǘƘŜ ǳǎŜǊΩǎ ŜȅŜ and 

head movements in real time under various lighting conditions with a regular webcam. The head 

pose is ǘǊŀŎƪŜŘ ōȅ ƳŀǘŎƘƛƴƎ ǘƘŜ ǳǎŜǊΩǎ ŘŜǘŜŎǘŜŘ ŦŀŎƛŀƭ ŦŜŀǘǳǊŜǎ ǘƻ ŀ о5 ƘŜŀŘ ƳƻŘŜƭ ǘƘŀǘ ŜƴŀōƭŜǎ 

the system to estimate the ǳǎŜǊΩǎ overall eye gaze. Experimental results show robustness and 

speed in determining the eye gaze in real time for users of various ethnicities, under different 

lightening conditions, at a normal distance from the webcam, with reasonable head movements 

and with standard resolution images. The proposed eye pupil center detection method 

outperforms other algorithms by up to 1.2%. The head pose tracking has a 3.9°, 5.1° and 5.3° 

error for tilting, shaking and nodding respectively. Both eye pupil center detection and head 

pose tracking have been tested with widely used public databases. In addition, despite using 

only a regular webcam, our overall gaze estimation system has an average gaze error of 2.9° 

horizontally and 3.7° vertically. 
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CHAPTER 1  

INTRODUCTION TO GAZE ESTIMATION 

Eyes allow us to see and gather information about the environment. Eyes mainly act as an input 

organ as they collect light, but they also can be considered an output organ as they indicate the 

ǎǳōƧŜŎǘΩǎ ƎŀȊŜ ŘƛǊŜŎǘƛƻƴΦ ¦ǎƛƴƎ ǘƘŜ ƻǊƛŜƴǘŀǘƛƻƴ ƻŦ ǘƘŜ ƘŜŀŘ ŀƴŘ ǘƘŜ Ǉƻǎƛǘƛƻƴ ƻŦ ǘƘŜ ŜȅŜǎΣ ƛǘ ƛǎ 

possible to estimate the gaze path of an individual.  Gaze estimation is a fast growing technology 

ǘƘŀǘ ǘǊŀŎƪ ŀ ǇŜǊǎƻƴΩǎ ŜȅŜǎ ŀƴŘ ƘŜŀŘ ƳƻǾŜƳŜƴǘǎ ǘƻ άǇƛƴ Ǉƻƛƴǘέ ǿƘŜǊŜ ǘƘŜ ǎǳōƧŜŎǘ ƛǎ ƭƻƻƪƛƴƎ ŀǘ ƻƴ 

a computer screen.  ¢ƘŜ ƎŀȊŜ ŘƛǊŜŎǘƛƻƴ ƛǎ ŘŜǎŎǊƛōŜŘ ŀǎ ŀ ǇŜǊǎƻƴΩǎ ƭƛƴŜ ƻŦ ǎƛƎƘǘΦ ¢ƘŜ ƎŀȊŜ ǇƻƛƴǘΣ 

also known as the focus point, is defined as the intersection of the line of sight with the screen.  

Gaze tracking has an infinite number of applications such as monitoring driver alertness or 

helǇƛƴƎ ǘǊŀŎƪ ŀ ǇŜǊǎƻƴΩǎ ŜȅŜǎ ǿƛǘƘ a psychological disorder that cannot communicate his/her 

issues. Gaze tracking is also used as a human-machine interface for disabled people that have 

lost total control of their limbs. Another application of gaze estimation is marketing. Companies 

use the information given by the gaze estimation system from their customers to design their 

advertisements and products.   

1.1 Research Objective 

The objective of this thesis is to develop and implement a gaze estimation system that tracks the 

head and eyes of a person in front of a computer in real time using only a single regular 

webcam. Opposed to infrared (IR) camera which forms an image using infrared radiation, a 

regular webcam forms images using visible light only.  

The proposed system should be able to display the gaze point onto the monitor of the person 

sitting in front of the screen. The main constraint of such a project is to design a system that 
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requires no additional/special hardware aside from a webcam. The ideal solution would consist 

of a personal computer and a single regular webcam. To date, there are a couple of commercial 

gaze estimation systems on the market. Unfortunately, the biggest disadvantage of these 

existing solutions is the need of special equipment, such as dedicated devices mounted on the 

head or infrared cameras. These limitations prevent those invasive systems to go main stream. 

Thus it is easy to see the benefits of the proposed system that requires no additional hardware 

other than a computer, desktop or laptop, equipped with a normal webcam. However, one must 

remember that even though the use of a webcam makes the proposed system very convenient, 

it is less accurate than the ones commercially used. Another issue is that the proposed system 

needs to work in real time therefore it is vital to employ fast algorithms which limit 

computational complexity. Like every image processing task, lighting is always a major obstacle 

that needs to be taken into consideration, especially when the goal is to design a system as 

convenient as possible.  

Because of these several issues, gaze trackers are still not part of our everyday life. It is not an 

easy task to create a gaze estimation system that is convenient by using only a webcam. The 

ideal gaze system is to operate automatically and be precise for all types of people and 

environments, which is a very tough challenge. 

1.2  Contributions  

In developing a universal gaze estimation system, two main contributions have been made 

which are applicable. The main contributions in this thesis are as follows. 

The first contribution of the proposed gaze estimation system is that it takes in consideration 

head movements by using a head pose tracking algorithm with automatic re-initialization. The 

proposed algorithm goes further than OpenGazer, one of the most popular gaze estimation 
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systems, which works only by eye movements. We developed a solution that not only works 

with a standard webcam but also works with head movements. The proposed method 

determines the head pose, finds the eye gaze and computes the overall gaze vector of the user.  

The gaze point is shown on the computer screen as the intersection of the gaze vector and the 

monitor plane. To determine the head pose, the face is detected using the Viola-Jones algorithm 

also called Haar classifier. The features that are the most traceable are selected inside the face 

region to be the ones located at the pixels with the highest eigenvalues. Once those facial 

corners are detected, they are mapped to 3D features onto a 3D face model. The pose (rotation 

and translation) is then determined from the relationship between 2D image and 3D face model 

using the POSIT algorithm. When the program starts, the user is asked to look at the center of 

the monitor so that the pose is initialized. The 2D features are tracked across multiple frames 

using the Lucas-Kanade optical flow technique. The image features are mapped back onto the 

3D model and the pose is updated. The POSIT algorithm accumulates error over time. Therefore, 

an extension of the algorithm is proposed by automatically resetting the algorithm using specific 

constraints. By re-initializing the algorithm, errors caused by illumination changes are reduced. 

The second main contribution is the detection of the eye pupil center. To detect the eyes, the 

Viola-Jones technique is used again. The Haar classifier is now trained to detect eyes within the 

face region. Once the eyes are detected, their features are extracted for pre-processing to 

locate the pupil. The pre-processing involves color space conversion, histogram normalization, 

Otsu thresholding, and dilation to facilitate the detection of the pupil. The eye detected image 

by the Haar Classifier still contains a lot of useless information such as the skin. Because the skin 

is illuminated intensively, it influences the thresholding when detecting the eyeball. To remove 

the skin, the eye image is converted into HSV color space. Knowing that almost all humans have 

the same hue, it is easy to remove the skin by modifying the hue value. As a result, the eye 
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image only contains a little amount of skin. The image is cropped to a dimension approximate to 

that of the eye and then converted to gray. Finally, the resulting image is iteratively thresholded 

using constraints based on the anatomy of human eyes. At the end, the pupil is detected as the 

center of gravity of the resulting image. The use of geometric constraints, as well as the 

normalized center of gravity, helps in avoiding miscalculations of the pupil center due to lighting 

variations. 

This paper presents a system that is based exclusively on one standard webcam using recent 

image processing breakthrough. It works in real time at different distances from the camera and 

the system can be used successfully when using personal laptops with built in webcams under 

any lighting condition.  

 

Figure 1: Overall System Block Diagram 
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CHAPTER 2  

BACKGROUND STUDY 

There are many methods to estimate the gaze of a person in front of a monitor. The existing 

research in gaze estimation includes intrusive and non-intrusive systems. Selecting the optimal 

method depends on the purpose of the system.  The proposed gaze estimation system must be 

accurate, fast, low-cost and user friendly.  In order to build the right system, it is important to 

first review the different methods used to estimate the gaze. 

2.1 Commercial and Invasive Gaze Trackers  

On the market, there is a whole range of commercial systems for eye tracking. The leading 

products are Tobii and Senso Motoric Instrument (SMI). These systems owe their popularity to 

the fact that they are very accurate despite the fact that they require extra infrared (IR) light 

ǎƻǳǊŎŜǎ ƻǊ ƳƻǳƴǘŜŘ ŘŜǾƛŎŜǎ ƻƴ ǘƘŜ ǳǎŜǊΩǎ ƘŜŀŘΦ ¢ƘŜƛǊ ŦǳƴŎǘƛƻƴŀƭƛǘȅ ƛǎ ōŀǎŜŘ ƻƴ ǘƘŜ ǳǎŜ ƻŦ 

cameras and carefully positioned one or multiple IR light sources. The gaze is estimated by 

ŎŀƭŎǳƭŀǘƛƻƴǎ ōŜǘǿŜŜƴ ǘƘŜ ŎŜƴǘŜǊ ƻŦ ǘƘŜ ǳǎŜǊΩǎ ǇǳǇƛƭ ŀƴŘ Ǉƻǎƛǘƛƻƴ ƻŦ the reflection on the iris 

caused by the IR emitter. 

 

¢ƘŜ ǿƻǊƭŘΩǎ ƭŜŀŘƛƴƎ ǎŜƭƭŜǊ ƻŦ ƎŀȊŜ ǘǊŀŎƪƛƴƎ ŘŜǾƛŎŜǎ ƛǎ ŎŀƭƭŜŘ ¢ƻōƛƛΦ ¢ƘŜ ¢ƻōƛƛ ǘǊŀŎƪŜǊ ǳǎŜǎ ǇǳǇƛƭ 

corneal reflection to estimate the gaze of the user. Although the accuracy of Tobii is admirable it 

is certainly not user friendly. The Tobii system has to be transported in a special carrying case 

that includes a huge monitor equipped with IR emitters and a separate laptop.  In addition, a 

special Tobii agent is needed to supervise the entire experiment. The Tobii system also includes 

an extended calibration step that frequently involves a questionnaire.  
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Senso Motoric Instrument (SMI) is one of Tobii biggest competitors. Their gaze system consists 

of a special mounted pair of glasses that is equipped of multiple HD cameras. The SMI eye 

tracking glasses are worn like a normal pair of glasses and the binocular tracking gives a 

ǊŜƳŀǊƪŀōƭŜ ŀŎŎǳǊŀŎȅ ƻŦ ǘƘŜ ǳǎŜǊΩǎ ƎŀȊŜΦ ¢ƘŜ I5 ǎŎŜƴŜ ŎŀƳŜǊŀ ƳƻǳƴǘŜŘ ƻƴ ǘƘŜ ǇŀƛǊ ƻŦ ƎƭŀǎǎŜǎ 

ǊŜŎƻǊŘǎ ǘƘŜ ǳǎŜǊΩǎ Ǿƛǎǳŀƭ ŀǘ ŀƭƭ ǘƛƳŜǎ ŀƴŘ distances. Just like Tobii, the SMI fails to deliver a 

completely natural, user friendly and comfortable solution to gaze tracking because of the need 

of special accessory equipment.   

Intrusive systems uses special equipment such as electrodes, radar range finder or special 

ƎƭŀǎǎŜǎ ǿƛǘƘ ŀ ǎƳŀƭƭ ǿŜōŎŀƳ ƳƻǳƴǘŜŘ ƻƴ ǘƘŜƳ ǘƻ ǘǊŀŎƪ ǘƘŜ ǳǎŜǊΩǎ ŜȅŜǎΦ ¢ƘƻǎŜ ǎȅǎǘŜƳǎ ǘŜƴŘ ǘƻ 

be expensive and unfriendly as they require special hardware.  

2.2 Non-Invasive Gaze Trackers  

To make gaze estimation more natural, non-intrusive techniques have been proposed. Non-

intrusive systems fall into two main categories; pupil center corneal reflection technique that 

use infrared illumination and normal video cameras technique that do not require infrared. 

2.2.1 IR Gaze Trackers 

IR Gaze trackers use the pupil corneal reflection method. The pupil corneal reflection technique 

uses at least one infrared light to illuminate the eye. A camera then captures images of the eye 

for analysis and the pupil and the infrared corneal reflection positions are detected. Based on 

the distance between the pupil and the corneal reflection, the gaze direction is calculated using 

geometry. The problem with this technique is that it only works in an indoor-controlled 

environment, which makes it inconvenient. Indeed, the infrared system requires intensive 

calibration because the position between the infrared and the camera needs to be known in 

advance. In addition, these systems are very sensitive to light because they are based solely on 



7 
 

the position between the pupil and the infrared illumination. Therefore, the pupil corneal 

reflection technique is not adequate to human-computer interactions because of its 

impracticality. 

2.2.2 IR Free Gaze Trackers 

To overcome those difficulties, techniques using only video cameras have been developed: 

appearance-based methods and model-based methods.  

Appearance based methods [Ono et al. 2006; Morency et al. 2006] consist of estimating the 

gaze from comparing a new image of an eye to a set of eye images contained in a database in 

order to find the best match. One of the main disadvantages of appearance-based methods is 

that extracting the pupil position precisely is very difficult. The accuracy of such a system is 

often based on how much data is used. Therefore, those systems require a lot of data to be 

accurate and the system tends to be too slow and fails in real time tracking.  

Model based methods consist of using the shape of the eye to build an eye model. The position 

of the eye features as well as some other facial features is utilized to update the eye model and 

estimate the current gaze. Various techniques are used to estimate the gaze from an eye model. 

The two most popular techniques are the circle algorithm [Wang and Sung 2001] and the 3D 

eye-model [Matsumoto and Zelinsky 2000]. The circle algorithm fit the iris into an ellipse shape 

and from ellipse parameters, the gaze is estimated. Unfortunately, the circle algorithm depends 

highly on the resolution of the eye images in order to shape the ellipse correctly. Therefore 

when used with a regular webcam, the circle algorithm performs poorly. The 3D eye model 

estimates the gaze as a vector from the eyeball center to the iris center. The disadvantage of the 

3D eye model is that it often requires calibration to estimate the relationship between the eye 

and the 3D eye model.  
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This thesis presents a non-intrusive infrared free hybrid model for gaze estimation, which 

combines the advantages of both appearance and model based models. The proposed method 

detects the face and eye region using an appearance based approach, and estimates the gaze 

using a simplified 2D eye model that requires a limited amount of calibration and deals with 

head movements. 
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CHAPTER 3  

HEAD POSE ESTIMATION 

A large number of systems that are available for eye tracking imply limited head movements, 

which is not a practical solution. In human-computer interaction, a person is not able to keep his 

head still for a long period of time when looking at a computer screen because of breathing or 

muscle exhaustion. Additionally, applications such as driver awareness and marketing require 

head movements; therefore a system that does not tolerate head motion would be inadequate.   

Consequently, it is necessary to design a gaze estimation system that takes in consideration 

voluntary and involuntary head movements. 

 

Figure 2: Head Pose Block Diagram 

This paper presents one of the most popular approaches in recent years to track the head 

position.  The face is detected using Viola/Jones face detector. The detected corner features 

within the face region are mapped to a 3D head model. The initial pose using POSIT algorithm is 

then estimated using the 2D feature points in the image and their corresponding 3D points on 

the head model. ¢ƘŜ ǇƻǎŜ ƻŦ ǘƘŜ о5 ƘŜŀŘ ƳƻŘŜƭ ƛǎ ǘƘŜƴ ŎƻǊǊŜƭŀǘŜŘ ǿƛǘƘ ǘƘŜ ǳǎŜǊΩǎ ƘŜŀd pose. 
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The pose is then a combination of a 3D rotation matrix R and a 3D translation vector T. The 

changes in position are tracked by applying optical flow to the detected facial features and the 

pose is updated. In case the pose does not satisfy the desired constraints, the 3D head model is 

re-initialized automatically.  

3.1 Viola -Jones Face Detector 

3.1.1 Detection of Face 

The face is detected using the Viola-Jones detector also called the Haar classifier. It is one of the 

most popular solutions used for face detection because of its speed and efficiency. It uses the 

Haar transform features that consist of adding and subtracting rectangular image regions before 

thresholding the result. The Haar classifier detector is trained in this case to recognize faces. The 

Viola-Jones algorithm starts with positive (faces) and negative (non-faces) sample gray scale 

images. The Haar features are extracted from the sample images and a cascade of classifiers is 

trained using Adaboost which is a weighted voting method. As a result, we have a set of selected 

features and the classifier is applied to each subwindow of the given image until the face is 

found.   
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Figure 3: Face Detection using Viola-Jones 

 

3.1.2 Optical Flow  

Commercial detection systems for facial expressions and head movements generally use a 

marker-based technology, especially in Hollywood. This technology is known as facial motion 

ŎŀǇǘǳǊŜ ǿƘŜǊŜ ƳƻǾŜƳŜƴǘǎ ƻŦ ŀ ǇŜǊǎƻƴΩǎ ŦŀŎŜ ŀǊŜ ŎƻƴǾŜǊǘŜŘ ƛƴǘƻ ŀ ŘƛƎƛǘŀƭ ŘŀǘŀōŀǎŜΦ Lƴ ƳƻǾƛŜǎ 

such as Avatar or The Polar Express, actors such as Tom Hanks have several LED markers placed 

to their faces and are tracked with high resolution cameras. This solution is extremely accurate 

but not practical because it requires expensive additional equipment. The presented solution is 

marker-less; it is based solely on a standard webcam without the use of any additional support 

such as markers. 
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Figure 4: Optical Flow Sample Image. The red points represent features in the current frame and 

the blue points in the previous frame.  

To track the changes in head position, we apply the Lucas-Kanade optical flow method. Optical 

flow is the apparent motion of brightness patterns in the image. Optical flow estimates pixel 

motion from one image to another. 

 

 

Figure 5: Optical Flow Assumptions. The point with brightness at time t is the same one 

moving to ὼ Ў●ȟώ Ў◐ at time t+1 with approximately the same brightness value. The 

displacement between successive frames must be small. 

● Ў●ȟ◐ Ў◐

t t + 1

H I

Displacement = Ў●ȟЎ◐●ȟ◐

(a) (b) 
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Two assumptions are necessary to be made when applying optical flow. The first assumption is 

that brightness is constant which translates to: 

 

 

Ὄὼȟώ Ὅὼ Ў●ȟώ Ў◐ 
(1) 

The second assumption is that motion is small so we can derive: 

 

Ὅὼ Ў●ȟώ Ў◐ Ὅὼȟώ
‬Ὅ

‬ὼ
Ў●

‬Ὅ

‬ώ
Ў◐ ὬὭὫὬὩὶ έὶὨὩὶ ὸὩὶάί 

Ὅὼȟώ
‬Ὅ

‬ὼ
Ў●

‬Ὅ

‬ώ
Ў◐ 

(2) 

Then we compute optical flow by combining the two equations above such as: 

 

π Ὅὼ Ў●ȟώ Ў◐ Ὄὼȟώ Ὅὼȟώ ὍЎ● ὍЎ◐ Ὄὼȟώ 

                                                              Ὅὼȟώ Ὄὼȟώ ὍЎ● ὍЎ◐ 

(3) 

 

When Ў● and Ў◐ goes to zero, the optical flow equation becomes exact: 

 
π Ὅ ὍЎ● ὍЎ◐         (4) 

The optical flow equation shows that at each pixel we have one equation and two unknowns. 

This means that only the flow component in the gradient direction can be determined. In other 

words, the motion parallel to the edge cannot be determined; this is called the aperture 

problem. 

Ὅ 
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Figure 6: Aperture problem. The motion was not detected because the dark window moves in 

a direction parallel to the edge.  

At this stage we need to make one last assumption to solve the equation; the (ЎὼȟЎώ) is 

constant within a small neighborhood of a pixel. Therefore if we use a 5*5 window of brightness 

values, the optical flow equation becomes:  

 

 

(5) 

We have now 25 equations for only two unknowns. To solve for this system, we set up a least-

squares minimization of the equation, where άὭὲᴁὃὨ ὦᴁ is solved as; 

 

 

(6) 

(a) (b) 
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This equation is only solvable when ὃὃ is invertible which happens when it has full rank. In 

addition, the two eigenvalues of ὃὃ should be large. Therefore, it is vital that we pick the right 

ǎŜǘ ƻŦ ŦŜŀǘǳǊŜǎΣ άƎƻƻŘ ŦŜŀǘǳǊŜǎέΣ ŦƻǊ ǘƘŜ [ǳŎŀǎ-Kanade to work.  

To decide which facial points are good to track, the Shi and Tomasi method is used. A good 

feature needs texture and corner. Texture exhibits local non-homogeneity in an image while a 

corner is more like the intersection of two edges within a local neighborhood. Features that 

have texture and corner have big eigenvalues. Using the Shi and Tomasi technique, the pixels 

with big eigenvalues are then selected in the search area. 

Features with strong edges are usually located around the mouth, eyes and nose. In a situation 

where the subject makes a lot of different quick facial expressions, this algorithm will have a 

hard time to track those features which may lead to incorrect results. The number of features 

selected varies between 20 and 40. In one hand if the number of features is greater than 40, the 

quality of the features is not high enough and the points are not robust enough for tracking. In 

the other hand if the number of features is less than 20, the loss of a point greatly affect the 

tracking result because there are few features. 

 

Figure 7: Facial Features Extraction 
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3.2 Mapping of Features to 3D Head Model  

The head is modeled using a sinusoidal 3D head model constructed in Blender, a 3D computer 

graphics software. The head model does not take into account the detailed estimation of the 

ǎƘŀǇŜ ƻŦ ǘƘŜ ǳǎŜǊΩǎ ƘŜŀŘΣ ōǳǘ ƎƛǾŜǎ ǎŀǘƛǎŦŀŎǘƻǊȅ ǊŜǎǳƭǘǎΦ ¦ǎƛƴƎ ŀ ǳƴƛǾŜǊǎŀƭ ŀǾŜǊŀƎŜ ƘǳƳŀƴ ƘŜŀŘ 

model has several advantages such as it does not demand prior preparation to fit the user which 

means automatic initialization. Furthermore, the speed is maximized due to the simplicity of the 

model. 

 

Figure 8: 3D Head Model created in Blender 

The alignment and scaling between the face image and head model is done according to the 

position and distance between the two eyes. In addition, the mapping of the 2D facial corner 

feature points on the 3D head model is possible thanks to the assumption that during 

ƛƴƛǘƛŀƭƛȊŀǘƛƻƴ ǘƘŜ ǳǎŜǊΩǎ ƘŜŀŘ is facing straight at the monitor. In other words, we make the 3D 

head face model coincide with the image obtained from the camera. From that initial pose, the 

change in features between successive frames are tracked and mapped back onto the 3D face 

model and the head pose is updated. The 3D model assesses changes in head position relative 

to the preliminary fixed position during initialization.   
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Figure 9: Mapping of 2D image features to 3D model 

From the mapping of the 2D facial features in the image and their corresponding points on the 

3D head model, the next step is to determine the head pose (rotation and translation) of the 

user using POSIT algorithm.  

3.3 POSIT Algorithm  

The relationship between a 3D point (X, Y, Z) on the head model and a 2D image point (u, v) is 

expressed as; 

 

ί
ό
ὺ
ρ

Ὢ π ὧ
π Ὢ ὧ

π π ρ

ὶ ὶ ὶ
ὶ ὶ ὶ
ὶ ὶ ὶ

    

ὸ
ὸ
ὸ

ὢ
ὣ
ὤ
ρ

 

 

(7) 

where (X, Y, Z) are the coordinates of a 3D point in the world coordinate space, (u, v) are the 

coordinates of the projection point in pixels. A is the camera matrix containing the intrinsic 

parameters; (ὧ, ὧ) is the image center, s is the scale factor and Ὢ, Ὢ are the focal lengths 

expressed in pixel units. [R|t] is the joint rotation-translation matrix, also called extrinsic 

parameters. 
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Figure 10: Relationship between a 3D point ὢȟὣȟὤ  and its corresponding 2D projection 

όȟὺ  onto the image plane 

The POSIT algorithm is used to estimate the position in three dimensions of a known object. The 

3D pose of an object includes rotation and translation. The POSIT algorithm requires image 

ŎƻƻǊŘƛƴŀǘŜǎ ƻŦ ŀǘ ƭŜŀǎǘ ŦƻǳǊ ƻōƧŜŎǘΩǎ ǇƻƛƴǘǎΦ Lǘ ƛǎ ŎǊǳŎƛŀƭ ǘƘŀǘ ǘƘŜǎŜ Ǉƻƛƴǘǎ ŀǊŜ ƴƻǘ ŎƻǇƭŀƴŀǊΤ ǘƘŜ 

points must not belong to the same plan. The 3D model coordinates of these points must be 

known as well. Finally, the algorithm necessitates the focal length of the camera used to picture 

the object.  In our case, the image coordinates of the object are the coordinates of the detected 

features on the face and the 3D model coordinates of these points are their corresponding 

points on the 3D head model. The focal length is estimated using the face width. 
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Figure 11: POSIT Algorithm Inputs/Outputs 

CƛǊǎǘ ƭŜǘΩǎ ǳƴŘerstand some notations about the pinhole camera model. All ὓ  belong to the 3D 

model and all ά  belong to the image plane G.  The plane K is parallel to the plane G at a 

distance ὤ. ὓ  projects perspectively on ὔ (on K) and  ά  (on G). ὓ  projects orthographically 

on ὖ and ὖ projects perspectively on ὴ .  

 

Figure 12: Perspective projection ά  and scaled orthographic projection ὴ  for an object 

point ὓand a reference point ὓ  
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[ŜǘΩǎ ŀǎǎǳƳŜ ǘƘŜ Ǌƻǘŀǘƛƻƴ ƳŀǘǊƛȄ R defined by the unit vectors I, j, k of the camera coordinate 

system expressed in the object coordinate (ὓόȟὓὺȟὓύ  such as; 

 Ὑ  

Ὥ Ὥ Ὥ
Ὦ Ὦ Ὦ
Ὧ Ὧ Ὧ

 (8) 

Once i and j are computed, k is obtained by taking the cross product of i and j. If ὤ (depth 

of ὓ ) is found, it is possible then to compute ὓ  because of the alignment between T and Oά  

such as Ὕ ὕzά  with f being the focal length.  

In scaled orthographic position, the image of a point ὓ  of an object is a point ὴ of the image 

plane G which has coordinates; 

 

 ὼ
Ὢὢ

ὤ
 (9) 

   ώ
Ὢὣ

ὤ
 (10) 

while for perspective projection an image point ά  would be obtained instead of ὴ with 

coordinates   

 ὼ
Ὢὢ

ὤ
 (11) 

 
  ώ

Ὢὣ

ὤ
 

(12) 

These can be combined to: 
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ὼ
Ὢὢ

ὤ

Ὢὢ ὢ

ὤ
ὼ ίὢ ὢ  

 

(13) 

 ώ ώ ίὣ ὣ  (14) 

The ratio ί ὪȾὤ is the scaling factor. 

Now i and j from the rotation matrix and ὤ from ὓ  are combined with ὓὓ  and coordinates 

ὼ and ώ from image points ά  to ά  such as: 

 ὓ ὓ ᶻ
Ὢ

ὤ
Ὥ ὼρ ‐ ὼ (15) 

 
ὓ ὓ ᶻ

Ὢ

ὤ
Ὦ ώρ ‐ ώ 

(16) 

The terms ‐ are defined as ‐ ὓὓȢὯ. Next, we solve the equations above and we get i 

and j. We also get ὤ as f, the focal length, is known. We start setting ‐ π assuming scaled 

orthographic image points and perspective image points coincide. Then once we know i, j and 

ὤ we can estimate a better ‐ and this leads to better values for i, j and ὤ in the next iteration.  

3.4 Head Pose with Euler Angles  

The head pose is updated after each movement and given in the form of a matrix that can be 

viewed as a multiplication of three rotations, one about each principle axis. Matrix 

multiplication does not commute so the order of the axes is important. In this paper, we rotate 

first around the x-axis, then the y-axis and finally the z-axis such as; 
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Ὑ Ὑ ᶮὙ —Ὑ ɾ (18) 

A rotation of ɾ radians about the x-axis is defined as: 

 
Ὑ ɾ

ρ π π
π ÃÏÓɾ ÓÉÎɾ
π ÓÉÎɾ ÃÏÓɾ

 (19) 

Similarly, a rotation of — radians about the y-axis is defined as: 

 
Ὑ — 

ÃÏÓ— π ÓÉÎ— 
π ρ π
ÓÉÎ— π ÃÏÓ— 

 (20) 

Finally, a rotation of ɲ radians about z-axis is defined as: 

 
Ὑ  ɲ

ÃÏÓɲ  ÓÉÎɲ π
ÓÉÎɲ ÃÏÓɲ π
π π ρ

 (21) 

Combining these three, the rotation R is expressed as: 

Ὑ
ÃÏÓ— ÃÏÓɲ  ÓÉÎɾÓÉÎ— ÃÏÓɲ  ÃÏÓɾÓÉÎɲ ÃÏÓɾÓÉÎ—ÃÏÓɲ   ÓÉÎɾÓÉÎɲ 
ÃÏÓ— ÓÉÎɲ ÓÉÎɾÓÉÎ— ÓÉÎɲ ÃÏÓɾÃÏÓɲ ÃÏÓɾÓÉÎ— ÓÉÎɲ ÓÉÎɾÃÏÓɲ  
ÓÉÎ— ÓÉÎɾÃÏÓ— ÃÏÓɾÃÏÓ— 

 (22) 

Given the rotation matrix R, the Euler angles ɾ, — and ɲ are then computed by equating each 

element in R with its corresponding element from the POSIT rotation matrix.   
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Figure 13: Head Pose with Euler Angles 

 

3.5 POSIT Algorithm Tracking Failure and Correction  

During initialization, the POSIT algorithm maps the corner feature points onto the 3D head 

model and the user is required to front at the camera for a few frames at the beginning of the 

tracking process. When graphing the performance of POSIT over time, one significant 

observation is made. The original POSIT algorithm fails after an average of 80 frames. The error 

accumulates over time, especially when the algorithm deals with large head movements. In 

order to correct such a limitation by POSIT algorithm, the proposed method extends the original 

POSIT algorithm by implementing an auto reset of the algorithm when three checks are verified. 

The first check is that the current position of the face must be within 20% of the previous 

position at initialization. The reset will then only occur when the head is close its initial position. 

ɾ

ώ

ὼ

ᾀ

έ

Shaking

Nodding

Tilting
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The second check states that the Euclidean distance of the head Euler angles must be less than a 

desired threshold estimated during calibration such as: 

 
‎ — ᶮ ὸὬὶὩίὬέὰὨ 

(23) 

If the head is back to its initial position, it is only natural to expect that the distance between the 

Euler angles and zero should be minimal. The last and third check is to only do the re-

initialization process after a minimum of 40 frames. This gives some time to the program to re-

adjust itself. The auto reset only occurs when the three checks have been confirmed. 

  

                   

(a)           ςȢσχЈȟτȢστЈȟυȢπχЈ            (b)         πȢρσЈȟπȢωτЈȟπȢπψЈ 
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(c)  ρπȢψτЈȟφȢςφЈȟσȢωωЈ             (d)  ψȢτςЈȟςȢρσЈȟχȢρςЈ 

Figure 14: 3D Head Model next to the face image in different poses. The angle for head tilting 

is represented by ɲ . The angle for head nodding sideways (shaking) is represented by —.The 

angle for head nodding up and down is represented by ɾ. The head pose is then represented by 

( ȟɲ—ȟɾ). 

Furthermore, it is necessary to adjust the scale of the pose accurately to obtain valid gaze 

results. The distance between the two eyes is used as a measure of how far away the user is 

from the camera (focal length). For example, if the detected head width is small, that means the 

ǳǎŜǊ ƛǎ ŦǳǊǘƘŜǊ ŦǊƻƳ ǘƘŜ ŎŀƳŜǊŀΦ hƴ ǘƘŜ ŎƻƴǘǊŀǊȅΣ ƛŦ ǘƘŜ ƘŜŀŘΩǎ ǿƛŘǘƘ ƛǎ ƭŀǊƎŜΣ ǘƘŀǘ ƳŜŀƴǎ ǘƘŜ 

user is closer to the camera. As a result, it is possible to adjust the head model scale. 
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           (a) d = 85cm                                    (b) d = 43cm                                       (c) d = 12cm 

Figure 15: Head pose at different distances d. The distance d is the distance in meters between 

the user and the computer screen 

The POSIT method allows us to compute the 3D position of an object using only one webcam. 

The described algorithm is a good choice for real time application because its computational 

complexity is low and it is robust to lighting changes. 
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CHAPTER 4  

EYE PUPIL CENTER DETECTION 

The proposed eye tracking method is a hybrid method that combines the strengths of 

appearance and feature based algorithms while limiting their weaknesses. The proposed pupil 

center detection system takes advantage of the precision of appearance technique. To make 

sure the proposed program runs in real time, the amount of training data is reduced to only 

detecting the face and rough position of the eyes in the image. Then, we exploit feature-based 

technique processing steps to locate the pupil center by using an adaptive thresholding that is 

robust against illumination changes. Figure 16 shows the overall procedures of the eye pupil 

center detection. The face and then the eyes within the face region are detected using the Viola-

Jones appearance technique. Because the Viola-Jones method does not detect the eyes 

accurately, some pre-processing steps including color space conversion and Otsu thresholding 

are applied to each eye image in order to remove the skin and eyebrow parts around the eyes. 

Once the eyes are localized more precisely, an adaptive thresholding technique that uses the 

physical properties of the eye is utilized to localize the pupil center.  

 

Figure 16: Pupil Center Detection Block Diagram. 

4.1 Eye Detection 

The detected face is divided horizontally into three parts. The top two parts are selected to be 

the region of interest that contains the eyes. By reducing the search area, the computation time 

is reduced.  Using the same Viola-Jones detector, both eyes are detected. The face is then 
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divided into two parts vertically. The left eye is chosen to be the eye on the left side of the face 

and the right eye on the right side. 

 

Figure 17: Eye detection from face detection 

4.2 Pre-Emphasis: Skin Removal  

In the previous section, we successfully detected the face and eyes using the Viola-Jones 

technique. However, at this stage the eye image detected by the Haar Classifier still contains a 

lot of useless information such as the skin and eyebrows. Because the skin is illuminated 

intensively, it influences the thresholding when detecting the pupil center. To remove the skin, 

the eye image is converted into HSV (Hue Saturation Value) color space. The HSV coordinate 

system is cylindrical. 

Left eye 

search area

Right eye 

search area
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Figure 18: HSV Color space 

 ¢ƘŜ ŀƴƎƭŜ ŀǊƻǳƴŘ ǘƘŜ ŎŜƴǘǊŀƭ ǾŜǊǘƛŎŀƭ ŀȄƛǎ ǊŜǇǊŜǎŜƴǘǎ άƘǳŜέΣ ǘƘŜ ŘƛǎǘŀƴŎŜ ŦǊƻƳ ǘƘŜ ŀȄƛǎ ƛǎ ǘƘŜ 

άǎŀǘǳǊŀǘƛƻƴέΣ ŀƴŘ Ŧƛƴŀƭƭȅ ǘƘŜ ǾŜǊǘƛŎŀƭ Ǉƻǎƛǘƛƻƴ ŘŜŦƛƴŜǎ ǘƘŜ άǾŀƭǳŜέ ŀƭǎƻ ǊŜŦŜǊǊŜŘ ǘƘŜ άōǊƛƎƘǘƴŜǎǎέ 

(Fig. 18). Hue is measured in degrees from 0° to 360°. The equations below described how hue 

Ὄ  is computed from RGB color space;    

ὓ ÍÁØὙȟὋȟὄ  

ά ÍÉÎὙȟὋȟὄ  

ὅ ὓ ά 

Ὄ

ừ
ỬỬ
Ừ

ỬỬ
ứ
όὲὨὩὪὭὲὩὨȟ         ὭὪ ὅ π
Ὃ ὄ

ὅ
άέὨφȟ ὭὪ ὓ Ὑ 

ὄ Ὑ

ὅ
ςȟ            ὭὪ ὓ Ὃ

Ὑ Ὃ

ὅ
τȟ            ὭὪ ὓ ὄ

 

 
Ὄ φπЈ Ὄ 

(24) 
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Knowing that almost all humans have the same hue, the skin is removed by Otsu automatic 

thresholding the hue component of the image. As a result, the eye image only contains a little 

amount of skin and no eyebrows. The image is then cropped to the nearly dimensions of the eye 

for further processing.  

 

 

Figure 19: HSV to RGB intensity (0-255) component comparison  

4.3 Pupil Center Detection  

The pupil center is detected on each eye by the following method. First, the eye image without 

skin is up-sampled to twice its original size. Then, the resulting image is eroded and normalized 

to reduce the effect of the variations in illumination. At that point, the eye image is thresholded 

using an adaptive approach.  The pupil is assumed to be darker than the background which is 

mainly the white of the eye. Therefore any pixel below a certain threshold value is labeled as the 

pupil. Because the environment especially illumination changes all the time, a fixed threshold 

(18, 106, 169) (15, 78, 167) (23, 95, 138) (20, 121, 145)

(181, 127, 97) (183, 129, 118) (146, 140, 100) (143, 115, 84)
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cannot be selected. Consequently, an initial threshold value ὸ is selected such as  ὸ is large 

enough to contain at least the pupil and unfortunately some of the background as well. Then 

the image is iteratively thresholded until eye geometric constraints are satisfied and the desired 

threshold ὸ is chosen.  

The eye geometric constraints are created based on physical anthropological characteristics of 

human eyes: 

- Two eyes region must belong to the same line 

 

- If ύ  and Ὤ are respectively the width and the height of an eye, then in average; 

 

ύ

Ὤ
ς 

(25) 

- If ύ  and Ὤ are respectively the width and the height of a pupil, we have: 

 
ρ
ύ

Ὤ
σ 

(26) 

- If the distance between the left and right eye is noted by Ὠ , we have the relation: 

 
Ὠ ςύ  

(27) 

After applying the geometric constraints to the eye image, only the pupil remains. The pupil 

center is then estimated by computing the center of mass also called the center of gravity. 

Knowing Ὅὼȟώ is the pupil image, the coordinates of the center of gravity ὼ and ώ are defined 

as the spatial moments of first order ά ȟ  and ά ȟ divided by the area ὃ ά ȟ   of the object 

such as; 
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 ά ȟ Ὅὼȟώὼώ  (28) 

 
ὃὶὩὥά ȟ 

(29) 

 
ὼ

ά ȟ

ά ȟ
 

(30) 

 
 ώ

ά ȟ

ά ȟ
 

(31) 

The center of gravity has shown better results in determining the center of the pupil than 

computing the center of the contour area. 

                                    

(a) — σȢπωЈȟɾ πȢπυЈ         (b) — ρȢςρЈȟɾ πȢσφЈ           (c) — τȢπτЈȟɾ πȢψσЈ 

Figure 20: Pupil Center Detection. The angle in which the eye moves sideways is expressed by 

— and the angle in which the eye moves up and down is expressed by ɾ. 

To prevent the program to search for a pupil when the eye is closed, an eye blink detection 

method is implemented.  The eye geometric constraints are also used to detect a closed eye. 

[ŜǘΩǎ ǘƘŜ ǇǳǇƛƭ ŎƻƻǊŘƛƴŀǘŜǎ ōŜ ὼȟώ  and the eye coordinates be ὼȟώ . Then, the pupil 

region that satisfies those two conditions is considered as a closed eye: 
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ύ

Ὤ
σ                 

ώ ώ ρπϷ
 (32) 

If the eye is closed for more than 3 frames, it is considered a closed eye instead of a blink. 

 

Figure 21: Eye Blink. The right eye is closed while the left eye is open and the left pupil center 

is detected. Notice that no pupil cross is drawn on the right eye since it is closed. 

4.4 2D Eye Model 

Once we know the position of the pupil, it is possible to find their coordinate projections — 

and ɾ. The eye projections are derived from the position of the pupil relative to the position of 

the eye corners.  In order for the system to work in real time, a limited amount of computation 

is required which makes a 2D eye model appropriate for our purposes. The point p(x, y) is the 

center of the pupil on the eye image. The point  ὅὅȟὅ  is chosen to be the origin of the 2D 

eye model as the center of Ὁ and Ὁ as well as ὒ and ὒ. Knowing that ὅ    and  

ὅ  , it is possible then to express the projections — and ɾonto the axis centered at ὅ 

(fig.22) such as; 



34 
 

 
— ὼ ὅ (33) 

 
ɾ ώ ὅ (34) 

 

 

Figure 22: 2D Eye Model 
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CHAPTER 5  

GAZE POINT COMPUTATION 

 

Knowing the head pose and the positions of the eyes and pupil centers, we are now able to 

determine where the user is looking at on the monitor. The gaze point is the intersection of the 

line of sight with the screen.  

 

Figure 23: System Setup. 

5.1 Fusion of Head Pose and 2D Eye Model 

Let ὖὢȟὣ  be the gaze point onto the computer screen. The gaze point in real time is 

computed using the linear combination of the head pose Euler angles (—, ɾ) and the pupil 

coordinate projections (—, ɾ) such as: 
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ὢ ‌— ‌— (35) 

 
ὣ ‍ɾ ‍ɾ (36) 

The constants ‌, ‌, ‍ and ‍ are estimated during calibration.  

 

Figure 24: Gaze Point Estimation 

5.2 Calibration  

During calibration, the estimation of the parameters ‌, ‌, ‍ and ‍ is done. The user is asked to 

look at the 4 corners of the computer screen and the values of ‌, ‌, ‍ and ‍ are recorded.  

The parameters are estimated using the average method. The user first looks at the center of 

the screen. Then, the user looks at the four calibration points which correspond to the four 

corners of the screen. That calibration process facilitates computation of the parameters by 

allowing us to calculate ‌, ‌, ‍ and ‍ by simply averaging them such as; 

P(X,Y)

y

x
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(40) 

By recording multiple sequences of different head and eye positions, the parameters ‌, ‌, ‍ 

and ‍ are computed and can be used to determine the gaze in real time.  

 

 

Figure 25: Calibration Markers. The calibration markers are the five blue crossed disks 
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CHAPTER 6  

EXPERIMENTAL RESULTS 

6.1 Head Pose Tracking Results 

To evaluate the performance of the proposed head pose estimation and tracking system, the 

Boston University (BU) public database was used (http://csr.bu.edu/headtracking/). The BU 

database had been used by many head tracking papers. The BU database contains 72 videos and 

the ground truth for position and orientation of the head was obtained using a magnetic sensor. 

The BU database contains 2 set of video sequences of free head movements from different 

subjects. The first class of sequences includes 45 videos under uniform lighting conditions. The 

second class includes 27 videos under varying lighting conditions.  The proposed algorithm was 

tested on all the 72 videos which are 200 frames long (approximately seven seconds) each. 

The proposed algorithm is first tested on uniform lighting. The initialization is done in the first 

frames when the subject stares at the camera for a short period of time before moving freely at 

ŘƛŦŦŜǊŜƴǘ ŘƛǎǘŀƴŎŜǎ ŦǊƻƳ ǘƘŜ ŎŀƳŜǊŀΦ ¢ƘŜƴ ǘƘŜ ǇǊƻǇƻǎŜŘ ƳŜǘƘƻŘ ǘǊŀŎƪǎ ǘƘŜ ǳǎŜǊΩǎ ƘŜŀŘ 

efficiently for different subjects and poses for a MAE (mean absolute error) of (3.779°, 3.943°, 

4.834°). 

Next the proposed method is evaluated under varying lighting conditions in 27 videos for 

diverse subjects and poses at different distances from the camera. Although the performance 

decreases to (5.054°, 6.33пϲΣ рΦомрϲύΣ ǘƘŜ ǇǊƻǇƻǎŜŘ ƳŜǘƘƻŘ ǎǘƛƭƭ ƳŀƴŀƎŜǎ ǘƻ ǘǊŀŎƪ ǘƘŜ ǳǎŜǊΩǎ 

head under varying illumination. 
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Figure 26: Uniform lighting. The figure shows results of the proposed head tracker in an 

example of the BU database under uniform lighting conditions for different poses. 

 

 

 

 

 

(a) (b) 

(c) (d) 




































