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ABSTRACT

In the literature, electoral accountability hasrbegplored in many ways. Among
those are the studies of economic voting examitingshat degree government parties
are held accountable for the state of the econ@yyow, the studies have incorporated
variables that reflect how clear is the chain afpansibility for the economic policies.
Among those are national level variables, sucthaslarity of responsibility index, and
party level variables, such as the number of seg@@rty occupies in a government. This
dissertation suggests that the responsibility fier government policies can be obscured
by yet another party level variable — party noveltgefine party novelty as the quality
that reflects the degree of change within a partierms of its structure (mergers, splits,
etc) and attributes (name, leader, and progranf)invibne electoral cycle. | argue that
party change obscures party identity and, thusectdf voters’ ability to hold it
accountable for the state of the economy. Thisystexplores the concept of party
novelty and its effects on voter's party preferenage various economic conditions. |
construct the Party Novelty Database (1989, 1999912004, and 2009) and show that
party novelty can be measured. Moreover, | dematsstthat party novelty varies in
understandable ways, and, most importantly, thatypaovelty matters. Using the
European Election Study and the Euromanifesto Pr¢fi994, 1999, 2004, and 2009) |
show that party novelty moderates economic votmgl, this effect differs across types of

party changes and the timing of change.
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CHAPTER 1

INTRODUCTION: WHY PARTY NOVELTY?

Democracy rests on accountability. The principleactountability holds that
government officials — whether elected or appoirtgdhose who have been elected —
are responsible to the citizens for their policgid®ns. Often, government officials are
affiliated with political parties, the key represative political organizations. Thus,
political parties serve as a medium for holding ggowment officials accountable for
policy outcomes. Indeed, much of the previous diieére suggests that voters tend to
punish or reward parties based on a governmentferpgance. For instance, economic
voting theory suggests that voters hold partiesactable for the economic conditions in
the country. Holding parties accountable is simpléey are unchanged, for instance
having the same name and the same leader. In wiheEls, it is easy t@ecognizean
unchanged party as essentially Haneparty that existed in the previous electoral cycle
But what if a party changes itself in some way,asr] define it later in this study, obtains
“novelty”?

In order to illustrate the issue at hand, consitier following case, in which a
government party splits in the awake of the magmmemic crisis and the splinter party
wins the consequent elections. In 2008-2009 Latvés amongst the worst hit by the
world financial crisis. After years of booming ecoonic success, the Latvian economy
took the sharpest downturn since the early 199@srpassing even the gloomiest
forecasts. The economy contracted by nearly 18epénn the fourth quarter of 2009,

showing little signs of recovery. The number of mpéoyed had more than tripled since



the onset of the crisis, ranking Latvia the highesbngst the EU member states on the
rate of unemployment growth. In December 2008 Lidt®ian unemployment rate was at
7 percent. By December 2009, the figure had rie€2t8 percent.

At the time, Latvian coalition government consistédour parties - Latvia's First
Party/Latvian Way (LPP/LC), For Fatherland and Boee/LNNK (TB/LNNK), People's
Party (TP), and Union of Greens and Farmers (ZZSince December 2007, when the
government was formed, the Minister of Economy, péas Gerhards, from the
TB/LNNK party, was directly involved into makingdtkey economic decisioAgAmong
those decisions were nationalizing the country’sosd largest bank, Parex Bank, in
November 2008, and requesting an IMF loan to hatltbe economy, in January 2009.
The actions resulted in downgrading Latvia's credling by Standard & Poors to non-
investment grade BB+, or "junk”. With the worstédircial outlook ever, the country’s
economy continued deteriorating throughout 2009.

Reflecting the economic downfall, the popularity gbvernment parties
plummeted. Specifically, TB/LNNK'’s popular suppevas at its lowest, shrinking from
29 percent in 2004 to 5 percent in 2008. Sensirgg ébonomic crisis and public
dissatisfaction with the government, some membEiBA_NNK seized the opportunity

and left the party. In April 2008, they joined fescwith defectors from another party,

! Names of parties in Latvian: Latvia's First Pdragiian Way (LPP/LC) Latvijas
Pirma Partija/Latvijas C¢S; For Fatherland and Freedom/LNNK (TB/LNNKYévzemei
un Brivibai/LNNK; People's Party (TR)Tautas partija Union of Greens and Farmers
(ZZS) -Z&8jo un Zemnieku Savidra

2 http://www.delfi.lv/news/national/politics/tblnné&konomikas-ministra-amatam-virza-
gerhardu-papildinats.d?id=19837597



New Era (JLJ, and created a new opposition party Civic Unio8){PAmong the notable
figures who left the governing TB/LNNK party wasetteU MP, Girts Kristovskis.
Consequently, he became the deputy chairman d@ithe Union.

At the following EU Parliamentary elections, in @u2009, TB/LNNK was
expected to lose votes. And, as the economic vatmegry predicts, it did. Voters
punished the incumbent party. Its vote share dmbpjpem 29 percent in 2004 EU
elections to 7.5 percent in 2009 EU elections, Iteguin the loss of three out of its four
European seats. At the same time, Civic Unionsgimter of TB/LNNK party, received
a staggering of 25 percent of the vote, earningdeats in the EU parliament (of Latvia’s
9 seats).

This example illustrates how party transformationthis case, emerging anew
from a split, can alter the punishment effect, desd by the economic voting theory.
The question is: is this a common case? And whatitadither party transformations, say,
party name change? Or what if a party absorbs enqgtarty and keeps its name
unchanged? Would voters still punish these partMefe generally, would voters still
punish or reward these parties even after theyealtés identities? Moreover, besides
studying the effects of party transformationssiimportant to understand their patterns
and causes. Do parties in new democracies change than those in old ones? Do
government parties change more than oppositionobesparties change in response to
government performance, i.e. economic conditions®wering these questions would

help us understand democratic accountability oeepdr level.

3in Latvian:Jaunais laiks
4in Latvian:Pilsoniski savienba



In the exploration of democratic accountabilityhalars paid attention to various
aspects of political reality. Among them was tharity of responsibility. In general, this
concept holds that some governments are more rsigp@iior the policy outcomes than
the others. Scholars measured the clarity of respiity in terms of the institutional
makeup of the government and legislature (Powedl Whitten, 1993; Powell 2000;
Tavits, 2007). They used such measurements as rgoeat majority status, cabinet
duration, opposition influence, chairmanship ofid&give committees by opposition
parties, and others. All of these measures consigttonal level features of the political
system. What have been ignored in conceptualiziegctarity of responsibility are the
party level variables. | argue that party changererprecisely party novelty, represents
another dimension of the clarity of responsibilBy changing itself a party may disrupt
the link between its past behavior and its prestettoral appeal. From the Latvian
example above, it is clear that party change cacwie the responsibility for government
policy outcomes. In this light, party novelty repeats an essential element of the clarity
of responsibility that has been overlooked in therdture. This dissertation fills this gap
by studying the conditional effect of party novelty

The key starting point for this research is to @ptaalize party change per se.
The array of changes parties undergo is wide. Saltee their programs, appoint new
leaders, change party names, or undergo more @tagtisformations such as mergers
and splits. In addition, a small number of pargeterge as genuinely new actors. As was
mentioned above, in this study, | refer to all sablange as party noveltiarty novelty

refers to the degree of change within a party imseof its structure (mergers, splits, etc)



and attributes (name, leader, and program) witmie electoral cycfe Novelty shows
how new a particular party is. At any given time any senglarty has some degree of
novelty. This study is set to describe the pattefrarty novelty across various political
contexts, look into its causes, and determine howelty shapes and specifies the effect
of economic conditions on voters’ party preferences

The exploration of party novelty speaks to twoiddtbodies of literature. First,
it contributes to the party development literatigeggesting a new (or, perhaps,
unconventional) approach of looking @éarties as organizations. | point out that even
though the traditional definition of a party doest specify if it supposed to exist from
one electoral cycle to another, many scholars asstsmtontinuation and talk about party
age. According to the approach suggested in tssediation, instead of conceptualizing a
party as an entity that has an age, this studyesigdo consider each party as an entity
that is bound time-wise by one electoral cycle.lsaic approach does not require a strict
separation between old and new parties. It allovesyeparty to benewto some extend,
conceptualizing newness as a matter of degree.

Moreover, | attempt to test existing arguments abahat explains party
transformation (conceptualized as party noveltyecically, | highlight structural, or
non-policy, changes within parties and differemtiitem from changes of party policy. |
derive the key explanations for structural chanffesn the literature on new party
formation, including works by Harmel and Robertg@885), Cox (1997), Kreuzer and

Pettai (2004, 2009), and Tavits (2006, 2008).

® See Chapter 2 for in depth discussion of the paotelty concept
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Second, this study contributes to our understandingoting behavior within
different electoral contexts. Specifically, it ksl on the economic voting theory. The
theory states that voters evaluate the incumbeatsmomic performance and punish or
reward it at the ballot box. There have been nuosrstudies that have tested the
economic voting hypothesis (see Chapter 4). Orntbemajor developments in the field
was when studies incorporated cross-national relsefsigns, similar to the one used in
this study. Cross-national research design encedragcholars to use institutional
variables in their models to account for differenae electoral systems. Specifically, the
clarity of responsibility within a political system believed to mediate the effects of the
economy (Powell and Whitten, 1993; Whitten and RaJrh999; Van Der Brug, Van Der
Eijk, and Mark Franklin, 2007). In addition, othastitutional variables have been found
to condition the effect of the economy on party prp® At the same time, however,
there has been limited attention devoted to theypavel variables and, especially, their
conditional effect. In previous research on ecomowating, it was found that the effect
of economy on party preferences is not uniform seqmarty level variables, such as, such
as party size, the length of time it has been fic@f party controlled ministries, and party
ideology (Van Der Brug et al. 2007; Anderson 198Bhbs 1977, 1982; Powell and
Whitten 1993; Whitten and Palmer 1999).

This dissertation brings attention to yet anotingpartant party characteristic that
may condition economic voting — party novelty. §ae and assess that along with other

party specific variables, party novelty determities extent to which each party is held

® Remmer (1991) considers the structure of the @lacsystem; Anderson (2000), Stokes
(2001), Duch and Stevenson (2008) use an arraystfutional variables
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individually accountable for the state of the eaogo Most importantly, this study
reveals that party novelty exists and it matters.

The chapter-by-chapter plan of the remainder of thssertation is as follows.
The second chapter discusses the concept of pavsity, providing it with theoretical
basis and depth. In particular, in the second @napteview the literature on party
development and party newness, highlighting itgtétrons. Further, | propose a new
approach for studying party newness and derivaldiimition of party novelty from it. |
identify two dimensions of party novelty — chandeparty attribute and change of party
structure — and break them down into specific typeparty change. Finally, | provide
operational definitions for each of those changes.

The third chapter considers the empirical questiohfiow common the party
change is in various electoral contexts and, nmpbrtantly, what explains party change.
Answering these questions involves the collectibdata on party novelty. Specifically, |
talk about the research design, report on the pureeused for data collection, discuss
operationalization of party novelty, and descrildest coding rules. Furthermore, |
present the collected data in a form of a datasgay novelty across about 502 cases in
65 electoral contexts, covering four EU election$994, 1999, 2004, and 2009 in 24
European countries. Most importantly, | show thatty novelty exists and varies. |
discuss the distribution of party novelty across U member states and test some
hypotheses as to what may explain this distribution

The fourth chapter sets the grounds for explorhrey éffects of party novelty. It
takes economic voting as a basis, providing thert#teal expectations derived from the

existing literature as to what affects voters’ papreferences in various economic



circumstances. Furthermore, adds party noveltyh® model and develops the key
hypotheses for testing its effect. The analysig folows uses two existing survey
projects — European Election Study and EuromamifBsbject — which allow comparison
across 90,000 respondents in 65 electoral conteotts 1994 to 2009. In addition it uses
the Party Novelty dataset discussed in the thi@ptdr. Here, | use a naive measure of
party novelty, showing that party novelty mattergeneral terms.

The fifth chapter elaborates on analysis from th&th chapter, exploring party
novelty in depth. It consists of two distinct seaB. In the first section | consider the
effect of various elements of party novelty, takimjo consideration attribute and
structural changes within parties. In the secormti@e | explore the effect of the timing
of change on voters’ party preferences. | showtiimaiconditional effect of party novelty
on voters’ preferences is not uniform across tipesyof party change and the timing of
change.

Finally, the sixth chapter summarizes this studg highlights its key findings.
Here, | underscore that party novelty exists anohatters. And, finally, | discuss the

theoretical implications of this research projeud suggest directions for future research.



CHAPTER 2

THEORETICAL FRAMEWORK: WHAT IS PARTY NOVELTY?

Parties are like living organisms. They emergeattregrow, change, go through
ups and downs in their lives and die often leavagacy and pedigrees. They rarely stay
still. How would we account for this quality of pas to change? In this chapter, |
propose an approach to study party change in arsgsic matter.

Before going any further, first, it is imperative define what a party is. Defining
“party” is a task that has provoked extensive disans in the past. From Sjolom (1968)
and Sartori (1976) to Schlesinger (1991) and HuU@012, a party is defined as an
organization that appoints candidates at geneeatiehs to the country’s representative
body. Specifically, party is “a political group thaan identify itself with an official name
appearing during the election period, and at elast{whether free or limited) is capable
of providing candidates for political function§”.

Note, that this definition differentiates only betwn parties and non-parties at a
given point in time — at the time of electionsddtes not specify if a party is an entity that
is supposed to exist from one electoral cycle totlar. Parties are fluid entities. They
change in different ways and degrees from one ieledb another. Thus, it is not
practical attempting to search for a quality thatries a party’s continuation in time,
some feature that preserves an uninterrupted ctiondoetween a party’s past and its

future. Perhaps, for different parties this featisrdifferent — for some it is its name, for

" Sartori (2005, p. 56)



others it is its leader, for yet others it is atpa@rogram. For instance, the Ukrainian party
“Slavyanskaya Partiya” (Slavic Party) existed undename “Grazhdanskiy Kongress
Ukraini” (Civil Congress of Ukraine) before it chged its name and platform in 1998.
How can we tell if the new entity is the same painigt existed before 1998? What if this
party changed its leader in addition to changisgname and altering its programme?
What if it merged with a larger party with a slibhtlifferent policy stance and by doing
so adopted a new name and leader?

Thus, instead of conceptualizing a party as anyetiiat has an age, this study
suggests to consider each party as an entity shabund time-wise by one electoral
cycle. Within this cycle a party provides candidatter elections, and it does whatever it
takes to attract more votes, including influencisigite policies, campaigning, and
reforming itself in any way.

The “party per electoral cycle” approach certaidges not eliminate the
theoretical and empirical usefulness of ever cagig party age. This study does not
argue against using party age in research on paatid political behavior. Instead, it
suggests looking at a party from a different pecpe — as if a party organization is
meaningful only within a given electoral cycle.atempts to show why and how it is
beneficial to use this perspective in explainintevs preferences.

Another aspect, which differentiates the “party péectoral cycle” approach
from the typical “party age” approach, is that ied not require a strict separation
between old and new parties. Drawing a strict beeveen old and new political parties

IS not an easy task and it bears important consegse As specified in earlier studies, a

8 Even though the change of platform was not raditalas significant
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party loses its newness after its first participatin a general election (Hug, 2001;
Lucardie, 2000; Mair, 1999, 2002; Sikk, 2005; TayR008). A party is new as long as it
is on a ballot for the first time. Specifically, B 2001) defines a new party as a
“genuinely new organization that appoints, for fivet time, candidates at a general
election to the system's representative assemblyg,(2001, p. 14). This parsimonious
definition is problematic. In particular, it is naasily applied to various political
circumstances. For instance, it might be problemftdr studies on new democracies,
which have only one election on the record. In ¢hesuntries almost all parties are new
to the ballot. If a researcher needs to measuity pawness he/she has to use a different
criterion than the début on the ballot. It has bseggested to use the year of acquiring
independence as a better dividing point between arevold partied Even though this
suggested method provides a better variation df/pewness, it still forces a researcher
to draw a line between “old” and “new.” This bring® another problem with the
definition: how to differentiate a “genuinely newganization” from anot genuinelynew
one? Where should a researcher draw a dividin@ line

Some consider differentiating parties in accordatceheir origin. Parties can
form from a fusion (merger), fission (split), oofm scratch (“genuinely new party” or
“start up” party). While fission parties are inckdlin the category of “new parties”, in
most of the studies fusion parties are not classis “new’(Hug, 2001; Kreutzer and
Pettai, 2003; Tavits, 2008; Sikk, 2005). Thus, he party development literature, new

parties include genuinely new parties and fissi@m] exclude electoral alliances and

® Kreutzer and Pettai (2003) differentiate betwelehamd new parties depending on
whether they existed prior to the state indepenelenc

11



fusions. Parties that have simply changed their esanprograms, or leaders are not
counted as new.

Even though most of the authors studying new pianryation and success note
the difficulty of defining the exact border betweerew and established parties, many
have to draw this border for methodological reasdiigure 2.1 presents this issue in
schematic terms. It shows two distributions of padses — the one to the left represents
the expectation in common literature about theeegy of established parties and the
one to the right represents the expectation atimifrequency of new ones. The longer
tails of these distributions are shallow showingt thenuinely new parties should be very
rare, as should be truly unchanged ones. At theegame, both distributions are skewed
towards each other suggesting that most of théegaselong to the area where those two
distributions meet. This is the area where moshefiterature draws the line between the
established parties and new ones. This line is peggarious as the majority of parties
are concentrated around it. Moving the line evaghtly can bring a lot of new cases in
or drive quite a few cases out of the researchs;Mnerethe border between established
and new parties is drawn has implications for neted-or instance, the success of new
parties may be either over or underestimated depgrah whether merger parties are
included in a study or not.

Even if the line can be drawn, or if some sort otadegorization of parties
according to their age can be made, it still woubd capture what parties do from one
electoral year to another. There could be a padyis old but changes often, and, at the

same time, there could be a party that is new logis chot change. This is the main
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limitation of the approach used by the party depelent literature in considering party
newness.

Party transformation and party age are intrinsjcadlated to each other, yet they
emphasize opposite tendencies. While the formdtligigts the change, the latter stresses
the continuation. The “party per electoral cyclgfpeoach | suggested earlier helps to
separate party age from party change theoreticatig practically. Following this
approach, this study views party newness as a mattgegree of party change within
one electoral cycle. In this study, such concegiasty newness is called “party novelty”.
Thus, party noveltyis defined as the quality that reflects the degreehange within a
party in terms of its structure and attributes itbne electoral cyct8 Coming back to
the discussion on party per electoral cycle approbet us make an assumption that a
party novelty is a quality that party acquires witlone electoral cycle. Once a party
participates in nationwide elections, its nove#fyannulled. In other words, all changes a
given party underwent in the previous electoralleytave ‘used up’ their effect in the
election that followed that cycle.

Basically, the concept of party novelty as a nomualative quality that parties
obtain in each electoral cycle reflects Sartoi2805) definition of parties. The definition
characterizes a party as an entity organized toesgéully contest in an election. If | take
the liberty to assume that parties are concernedapity with the next election and
usually not thinking several electoral cycles ahehd definition of a party should be
limited to the particular electoral cycle (and €neo definition attempted to put the

concept of party in temporal terms).

9 The nature of partgttributesand partystructureis defined further in this section
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Figure 2.1. The Presumed Distribution of Party Age
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In order to measure party novelty, | classify matinto groups along a two
dimensional continuum (Figure 2.2). The first disiem represents the change or
combination of changes of party attributes sucpaty name, leader, and program. The
values on this continuum are ordered accordinghe drdinal scale. The ordering is
theory based reflecting how a certain party attebshould make a party more or less
recognizable to ordinary voters. The change of rogis assumed to have less impact
on party ability to be recognized than the chanfgeader or name. Thus, the maximum
on this continuum constitutes a case when a pdrénged all three attributes (name,
leader, and program); the minimum is when it ditlacf@nge any of them.

The second dimension represents structural chatigésparties undergo. This
continuum is ordered in a similar fashion basedrworetical consideration — from no
change to the change that should alter the padntiiy the most in voters’ eyes. The
exact order on this dimension is as follows: (lpaty stayed intact; (2) a party
abandoned electoral list; (3) a party joined eledtbst; (4) a party expanded by merger
or elite defections from other parties; (5) a payfered a split or elite defection; (6) a
new party emerged from the merger of the previoesigting parties; (7) a new party
emerged from the split of the previously existiragtp; (8) a new party emerged from the
dissolution of the previously existing party; (9strt up party emerged from scratch.
Only parties that alter the conventional patternpafty politics and “break the party-
cartel circle” will be included in the last grougikk, 2005, p. 399). Thus, in the bottom
left hand corner of the plane there would be partiet have not changed any of their
attributes and stayed structurally intact. In tipper right hand corner of the plane there
would be start up parties that have new attrib(nesne, leader and program) by default.
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The next section elaborates on how each of thedwm®nsions and its composites are

defined.

Start up

New from dissolution
New from split

New from merger
Suffered a split

Expanded by merger

Change of Party Structure

Joined electoral list

Abandoned electoral list

Intact

Change of Change of Change of
Name Leader Program

Change of Party Attributes

Figure 2.2. The Presumed Distribution of Party Nigve
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Defining Dimensions of Party Novelty
Change of Party Attributes

In this study, party attributes are defined as party features that a party is
recognized by — party name, leadership positiow, tie program. Collectively, these
features constitute party identity. They are esakmind present in every party. The
following section defines each of the three attigisu

Party nameis the official name of a party as defined innianifesto or on the
official website at the time of the elections inegtion. In the database, party name is
recorded in the three separate variables. The resirds the party name in its native
language and alphabet; the second one recordsathe gbbreviation; and the third one
records the English translation of the party name.

Party leaderis defined as an official spokesman for the partypws announced
as such and acts as a party leader in public deltyespeeches and conducting public
relations on behalf of a party. This figure offityacan carry one of the following titles:
‘leader,” ‘spokesman,’ or ‘chairman.’ If a partyshaeparate positions for each of those
titles, then | record the person who has the mexgogure in the mass media. The extent
of the exposure is determined by tracking the nurobeaews articles that come up when
the name of the person in question is put as a &elwn the Lexis Nexus Academic
search engine. Regarding the timing of leader abaifga leader is elected during a
multi-day convention, the last day of the convemti® recorded as the date on which a
leader started his/her service.

Party programis defined as a party manifesto or a party platfpublished by a
party ahead of the election to the European PaglnElection programs are taken as
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indicators of a partie’s issue and policy positicsis a certain point in time. The
conceptualization and operationalization of a pgrygram variable is taken from the

Euromanifestos projett

Structural change

The Party Novelty Dataset measures not only thengdeof party attributes
(name, leader, and program) but also structuraigdsm within parties. Structural change
is recorded using eight categories: (1) a partyndbaed electoral list, (2) a party joined
electoral list, (3) a party was expanded by menyeglite defections from other parties,
(4) a party suffered a split or a defection, (%aaty emerged anew from a merger, (6) a
party emerged anew from a split, (7) a party entbageew from a defection, (8) a party
emerged anew from a scratch (or a startup partyg féllowing section defines each
group.

A party is coded asabandoned electoral lisif it is listed as a separate entity on
the election ballot for the EU Parliamentary elees and if it was a part of an electoral
coalition in the previous EU elections. Conversalyparty is coded agoined electoral
list” if it is a part of an electoral coalition in thercent EU elections and if it was listed
as a separate entity on the election ballot foptieeious EU Parliamentary elections.

A party is coded asgkpanded by mergeor “expanded by defections from other

parties' if one party absorbs another one in whole or amtipn (some of its key elites)

1 EES (2009), European Parliament Election Stud@2Wanifesto Study Data,
Advance Releas©1/04/2010, (www.piredeu.eu).

Braun, Daniela; Mikhaylov, Slava, and Hermann Sc¢h(@8010), EES (2009)
Manifesto Study Documentatio®dil/04/2010www.piredeu.eu
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without changing its organizational structure. Titegigally, parties in this group can
change their name as a result of such structuaigdy but it is not expected to happen
often in practice.

Conversely, a party is defined as one thdtered a split or a defectiaf its key
elites if a party loses a considerable portion tef membership or if one (or more)
prominent member(s) of the party defect(s) to amoplarty.

A party is defined aanew from mergeif two parties of any size joined their
efforts to create a structurally new party. A staually new political entity would involve
a creation of a new leadership scheme, and mempersles, and organizational
apparatus. Recycling of old party name, leaderd,pmogram are theoretically accepted,
although is not common in this group.

When emerging from a merger of non-partisan orgdimas with parties the
database records the largest of the parties aprtheously existing entity, which the
current status is compared to. It is the case déwbe majority of members of the newly
emerged party come from non-partisan organizatidhs. reasoning behind this logic is
that parties are likely to transfer their identtty the new party and contaminate the
political “purity” of non-partisan organizations.

An example is the Italian party “I Democratici” the 1994-1999 EU electoral
cycle. “I Democratici" was created on February 2999 from a merger of grassroots
organizations and parties supporting a former pmmraster of Italy, Romano Prodi. The
founding organizations were Movement of Mayors (@qgdarty), "Italia dei valori" party

(founded shortly before, in 1998), "Movimento per Democrazia— La Rete" party

19



(founded in 1991), and a Democratic Union partyifided in 1996)°. The later party is
a former member of the Olive Tree Coalition, whighs created for the 1996 national
elections and did not exist in 1994, when the Ekctbns were held. Prodi, having
entered politics in August 1994, was a key figure¢hie Olvie Tree Coalition, but did not
seem to belong to any of the parties composingadaétion. The only party among those
comprising “I Democracy” that existed and ran i4%U elections is Movimento per la
Democrazia — La Rete (Movement for Democracy — Nle§. Therefore, this party was
recorded as the previously existing party, whiah ¢hrrent status of the “I Democratici”
party is compared to.

A party is considered as emergaaew from a splitf it is formed from members
who left another party. Parties in this group cooddformed by one or more prominent
politicians who left some other party and formembenpletely new organization. It is also
possible that a large portion of ordinary membefsdome party and formed a new one
without involvement of any elites from the partgyteft.

A party is coded asmerged anew from dissolutidiha new party is established
from the previously existing one which has beersalieed de jure with an official
announcement or de facto by not meeting party tregisn rules. A group of parties that
emerged as new from dissolution of a previouslgtexi party is a very valuable group. It
highlights cases in which a party dies and restsregh, often, a new name, leader, and

program, yet often the party élites stay the sarhese are important cases that can be

12 Corriere Della Sera, August 12, 1994 "Prodi "reamwork for the Centre™
http://translate.googleusercontent.com/translate=eP&ie=UTF-
8&sl=auto&tl=en&u=http://archiviostorico.corrierd1994/agosto/12/Prodi_pronto_lavo
rare_per_Centro_co_0 9408125391.shtml&prev=_t&tualrslate.google.com&usg=A
LkJIrhjWfThWRK33QC14WK1CPPgh275YGg
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used for testing if elites carry the party identity these cases, voters punish the newly
created party for the economic downturn, which gagty organization has nothing to do
with, yet party elites possibly do.

One of the challenges of coding parties into tlagegory include the fact that
there is a very thin line between a group of partiat stayed intact with change of name,
leader and program and a group of parties whichrgedeanew from dissolution with
leader change.

For example, the Belgian Flemish party Vlaams Blaokounced its dissolution
in November 14, 2004. The reason for dissolutiors witze court ruling against the
xenophobic activity of the Vlaams Block. The samaa@ncement, however, contained
the introduction of a new party formed on the basithe dissolved Vlaams Block, called
Vlaams Belang. The latter was coded as a new pamtyed from dissolution, instead of
simply a party that changed its name because ifti@aldo the official wording of the
announcement that includes the word “dissolutiah® new party website does not
provide any archival information on its affiliationith Vlaams Block and its history
before 2004.

Finally, a party that is created from an NGO or soonganization, which is not
registered as a party (and therefore does not aseations to be in the government), is
considered as createthew from scratclor a startup party. There are difficult to code
cases in this group as well. For instance, a pi#udy did not exist for two elections is
considered dead and, if reestablished, is recoededreated anew from scratch. Sikk
(2005) has a similar criteria for distinguishinghgeely new parties. He writes: “Several

parties in Eastern Europe that have re-enteredapaht after spending one electoral
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cycle outside will not be considered genuinely nbaxgvever, parties missing from more
than one parliament will be regarded as new” (S5, p. 399).

For instance, the Estonian green party “Erakondtiiaa Rohelised” was
established in December 1991. When in 1998 the ni&stogovernment changed
registration rules for parties, setting the memingrsninimum to 1000 members, the
party was forced to dissolve. However, in 2006 sty re-established itself after
recruiting over 1000 members in an organized efiBmce the party missed two EU
parliamentary elections, in 1999 and in 2004, theypwas coded as emerged anew from
scratch.

These definitions serve as a guide in collecting @@ party novelty used further
in this study. The next chapter will analyze angoré on the empirical distribution of
party novelty based on collected data. It will aldentify possible explanatory factors of
party novelty. After that, further chapters willeuparty novelty as an independent

variable showing its conditioning effect on the rabadf economic voting.
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CHAPTER 3

PARTY NOVELTY IN COMPARATIVE PERSPECTIVE

While exploring the limits of democratic accountapithrough the concept of
party novelty is an important task, one might wandbout the applicability of this
research to the real world politics. How often doties alter their names or make other
changes? How party change is distributed acrossitces and time? And, most
importantly, what explains party change?

This chapter attempts to give some answers to thesstions by analyzing the
results of the comparative study of party noveltyoas about 500 cases in 65 electoral
contexts (covering four EU elections — 1994, 198@04, and 2009 — in 24 European
countries).

The first section of this chapter reviews the &tare on party change and renewal
and derives several expectations as to how pantgltyois distributed across various
types of party change and what causes party not@itsary. The next section presents
the research design, reporting on the procedure fse data collection, discussing
operationalization of party novelty, and describsedect coding rules. And, finally, the
chapter provides the quantitative analysis andudision of findings.

Literature Review and Hypotheses

New parties are gaining increasing attention frasearchers interested in party
development. A good portion of this interest isated to the new party success in terms
of electoral votes or seats they get in parlianfelarmel and Robertson, 1985; Lucardie,
2000; Meguid, 2005; Sikk, 2005; Tvaits, 2008). Whtlis important to study the success
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of new parties, studying the reasons of their faiomain the first place gives an insight
into the workings of representative democracy. €hosolved in such research explore
how and why new parties arise to represent votetsrests (Harmel and Robertson,
1985; Cox, 1997; Kreuzer and Pettai, 2004, 20094t3a2006, 2008). It is from this
literature that this chapter draws theoretical eiqteons about party novelty.

There are many factors affecting new party fornmatidhis study attempts to
apply explanations for new party formation to atds of party changes, since in this
study any party that changes itself in any wayoisstdered to be new to some extent.

Institutional factors have been found to play angigant role as the gates for
entry into the political arena. The most straighwfard influence comes from institutions
defining the cost of entry for a new party. Herecls factors as electoral system and
registration rules play a large role (Cox, 1997yiia 2008). Proportional electoral
systems that allow parties to gain seats in padi@nas well as more relaxed party
registration rules are more conductive to emergeagew parties. Thus, Hypothesis 1
states:

Hypothesis 1. We should observe less party nowveltynajoritarian electoral
systems and more party novelty in proportional ones

It is worth noting, however, that earlier studiesirid fewer new parties in PR
electoral systems than in systems based on thalipurote (Harmel and Robertson,
1985).

Exploring institutional factors even further, rettgnt was found that the benefits
of office, which are at their highest when corpstadgreements are week, facilitate the

formation of new parties (Tavits, 2008). Also, thenefits of office are measured by a
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directly elected and powerful presidential positiddue to the data constraints, this
chapter will test only some of the claims suggestgthis costs and benefits approach.

Hypothesis 2: We should observe more party noweltyresidential and semi-
presidential systems.

Other explanations include the perceived level l&cteral viability. In the
literature, this variable is measured by the agagemhocracy (Cox, 1997; Tvaits, 2008). It
is high in new democracies, where the uncertaibbuawho wins prevents voters from
voting strategically. The absence of strong stiategting tendencies increases the
likelihood of voters voting for new and often smiddird parties. This should enable not
only new party entry but also other party transfations in new democracies. Thus, we
expect that:

Hypothesis 3: We should observe less party noueltyd democracies (Western
Europe) and more party novelty in new democradiasiern Europe).

Furthermore, short-term economic performance wgsea to have an impact on
new party formations (Harmel and Robertson, 1986g,H2000). When the economy
deteriorates, the presence of a dissatisfied ebgetrovides potential gains for new
parties and for parties that reorganize themselvethis study economic indicators are
measured for the 5-year period preceding the pdaticU parliamentary elections.

Thus, we should expect to see the following trend:

Hypothesis 4. We should see more change duringoaeendownturns and less
change during economic growth.

If party elites anticipate economic voting, the Igss should show that

government parties are especially prone to chamdead economic times. By changing,
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government parties would hope to signal to voteas €ven though they mismanaged the
economy in the current electoral cycle, they a@ngmg themselves in order to be more
successful in the next cycle if voters favor thegaia. Or it could be the case that the
elites are simply trying to start anew, gettingerstinto believing that the new party they
have created either from a split, merger, or diggm has nothing to do with the failures

of the current government. Thus:

Hypothesis 5: Government parties are more likelyclhange during economic
times than opposition parties.

Also, it is imperative to test perhaps the mostitite predictor of party change,
which comes from a vast body of literature — pgropularity amongst voters. While
chapter four of this dissertation tests if voteesat to party change, this chapter is
concerned in whether party change is a reactiovoters’ preferences. It is natural for
party elites to take party popularity in considematand if necessary react to it by
changing a party, in terms of its attributes or steucture. Voters’ preferences are
measured with the mean value of the voters’ prapetesvote for parties. Thus:

Hypothesis 6: The higher is the popularity of trety, the less likely it is to
change.

Finally, mainstream party tactics also gained recatention revitalizing the
spatial theory of party formation and representatibis measured by observing left-right
score of the two major parties — one from thedpéctrum and another one from the right
spectrum — and by determining if they supported ohéhe three tactics — dismissal,
accommodation, or adversary — on a certain issuteradion of issue stances by

mainstream parties was found to affect the fornmabb new parties, coalitions and to
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facilitate party switching (Tavits, 2006, 2008; Keer and Pettai, 2009). Due to data
constrains this explanation is not going to beetg gt this study.

In relation to the general distribution of cases, an hypothesize that there will
be some parties that change a lot, and othersdthaiot change much. Not all parties
would want to change from one electoral cycle tother. In other words, we can expect
a variation of party novelty. At the same time, ha variation in party novelty is
expected, it is likely that the majority of partie®uld avoid severe changes. Changing
party name or structure is costly in financial terdefined by such expenses as reprinting
propaganda materials and managing the PR camigh. costs would vary, depending
of the type of change. More importantly, politiacdiange is costly in terms of party
popularity. The risk of not getting the number aftas the party expects to get comes
with any kind of change — change of party namejdegprogram, or structure. In sum, it
is expected that most of the parties will have madior no novelty.

Hypothesis 8: Party novelty varies across party @ectoral cycle cases.

Hypothesis 9: Distribution of party novelty is sehg skewed to the bottom left
(towards less novelty).

One of the ways to capture the whole variation amtyp novelty and test the
aforementioned hypotheses is to construct a datisgtarty novelty and trace the
changes of party attributes and structural chamgtsn parties. The following section
discusses the design of such dataset and destdesocedure used for data collection.

Research Design and Data Collection
In order to measure party novelty in a systematay Wconstructed a database by

collecting data on change of party attributes anacture in the EU countries from one
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EU election to another between 1989 and 2009. Doatdes and years included in the
dataset are provided in Table 3.1. The choice ofcBUntries over any other region is
justified by two reasons. First of all, EU regiormsvchosen because it includes both —
countries where we expect to see low level of paayelty (Western Europe) as well as
countries where we would expect high level of parovelty (Eastern Europe). This
expectation is primarily driven by the relative imturity of party systems in Eastern
Europe, which manifests itself through frequenudurral and attribute-related changes
within parties. Secondly, EU region provides ushwé common ground that allows
systematic comparison — EU parliamentary electidiiiey are conducted at the same
time in all countries, which should control for geal trends in the EU politics. Also,
since the EU elections are considered to be secpmodhe national ones, the presence
of the pre-election scandals is not likely to ifdez with the results. Typically, pre-
election scandals create a background noise, swayaters’ party preferences in
unpredictable way. It is difficult to account farch noise in the economic voting model.
Therefore, the use of the EU elections
The study was designed in such a way that each regsesents garty per

electoral cycle- that is, a party existing between two specifec#ons. The same party
in a different electoral cycle is considered to éeeparate unit. The nature and the
combination of changes within a specific electanadle give a party a certain degree of
novelty. The base, to which party changes are cozdp®, is the state of party structure
and party attributes at the previous general eactbnce a party participates in the next
general election, its novelty level drops to a zend the cycle starts again. Thus, for

instance, Danish social liberal party Det RadiRémstres (RV) between 1999 and 2004
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EU elections is a separate case in the databasetfre same party in 2004-2009 EU
electoral cycle.

In the former case, the party has a certain degfraevelty — it suffered two splits
- in May 2007 with the formation of the New Alliam¢later called Liberal Alliance) and
in October 2008 with the formation of the Borgerligentrum. In the latter case, the party
has not changes any of its attributes and it stayedtturally intact, and therefore, had
zero novelty.
Can such units of analysis be truly independent@ &kpected relationship between
changes within party A in one electoral cycle amdrges within the same party in
another one is unclear. It can be argued that &y faait changes once is more prone to
change in the future due to its general instabilityalso can be argued that changes
within parties could be costly in terms of moneydamost importantly, votes. In
particular, a party faces uncertainty as to howctienges will be accepted by the voters.
This risk should avert parties from a successioshainges from one electoral cycle to
another. In addition, rebranding involves reprigtithe propaganda materials and
developing a new wave of outreach activities. Thigdy assumes that these two
opposing tendencies — first being “change casesx mbange” and the second being
“avoidance of change as it is costly” — compensaiteeach other. Thus, we can assume

that the units of analysis — each measured asty parelectoral cycle — are independent.
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Table 3.1. Electoral Contexts

Country 1994 1999 2004 2009
Austria X X X
Belgium Wallonia X X X

Belgium Flanders X X X
Belgium X
Bulgarya X
Czech Republic X
Denmark X X X X
Estonia X
Finland X X X
France X X X X
Germany X X X X
Great Britain X X X X
Greece X X X X
Hungary X
Ireland X X X X
Italy X X X X
Latvia X
Lithuania X
Luxembourg X X

Netherlands X X X X
Poland X
Portugal X X X X
Romania X
Slovenia X
Slovakia X
Spain X X X X
Sweden X X
TOTAL 13 16 14 24
TOTAL ELECTORAL CONTEXTS 67

Note: A cross indicates that the inclusion of aegicountry and year in the dataset

30



The data for the study was collected between Deeer@B09 and March 2011
and it came from several sources. All data excepthfe change of party program came
from the official party websites and newspaperchs. The procedure of data collection
for party names, party leaders, structural changiélsin parties and dates on which
changes occurred, is as follows (Figure 3.1). Tingt fstage includes collection of
unconfirmed data through Wikipedia website, asrivjges information in the most
organized fashion. The second stage includes cmiafown, clarification, and completion
of the collected data. It involves searching fog televant information on the official
party websites. Websites were roughly translatedgu&oogle Translate service. The
quality of the translation was sufficient for therpose of finding names of party leaders,
announcements about structural changes, and thes daey occurred on. If no
information was found on the official website, earch turned to news articles, which
were accessed thought the Lexis Nexis Academicbdata The keywords used for
searches were names of party leaders and/or pamgs1 When needed, searches were
limited to the years of presumed change.

The data was recorded in such a fashion that allcatsgorization of parties
along the two continuums of party novelty discussetthe previous chapter — the change
of party attributes and the change of party stmectieach composite of those two
continuums is assigned a dummy variable. Thatoisjrfstance, there is a dichotomous
variable recording if a party changed its name with given electoral cycle. Another
dummy records if a party changed its leader, ancagether if a party suffered a split,

and so on.
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Figure 3.1. Algorithm of Data collection
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The data for the third party attribute — party pesg — came from the Euro
Manifesto project. The project conducts quantimtbontent analysis of party programs
in seven elections in European Parliament from 1978009. Only the data for elections
from 1989 to 2009 was used. In order to constauchange of program variable, | used
scores given to parties by coders on seven keyrdiioes - Left/ Right, Environmental
Protection/ Economic Growth, Libertarian/ Authorigen, Religious/ Secular, State
Interventionalism/ Free Enterprise, Multiculturalis Ethnocentrism, ProEU/ AntiEU
Integration. The scores, which range from 1 tovi€xe recorded for the current and the
previous elections, summed up, and averaged isiagie score for the current and the
previous elections. Then | took an absolute diffeee between these two scores to
determine if the party program changed considerablpnly slightly. All differences
above the mean were assigned the value of “1” etlh@sow were assigned the value of
“0".

Select Coding Rules

Of all coding rules used to record change of aiteband change of party
organization dummies, three are important to betimeed and discussed: (1) the latest
change is given the priority for party name anddégachange; (2) the largest party is
recorded as a basis party for a new merger partjorca new electoral coalition; (3) a
party that reemerged after being dissolved for mtbr@n two electoral cycles is
considered to be a brand new. This section dissubgse three rules in detail.

The first rule, there is a rule to deal with theltiple changes occurring within the
same electoral cycle. The latest change is givenptiority for party name and leader
change. That is, if a party undergoes several nemaeges, my primary record for the
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date of change is the latest change for the el@ctycle. Same goes for the leader
change. The assumption behind it is that the |ateshges within parties are likely to be
more available and accessible in voters’ memory tha earlier ones. At the same time,
for structural changes, there are two sets of dumamiables. The first set records any
changes of structure within a certain electoraleym case of multiple changes, all of
them are recorded. While the second set recordstbal latest change within a certain
electoral cycle — mutually exclusive dummies. Iftpaindergoes several organizational
changes of the same type — for instance, two mergesnly the latest organizational
change is recorded. In addition, changes of pattipate and organization are recorded
in a free text form in the variable devoted to ralemeous notes.

An example of a party that changed its name twier @ne electoral cycle is
Sociaal-Liberale Partij in Belgium (2004-2009 eteat cycle of the EU parliamentary
elections). A party called Spirit changed its namé&/laams Progressieven on April 19,
2008 and changed it again later that year on Deeer@h, 2008 to the current name
Sociaal-Liberale Partij (SPL). In this case, eveiryg else about the party remained
unchanged. Another double change of party namergatin Germany during the 1989-
1994 EU electoral cycle. The first change happenbdn a party was renamed from
Sozialistische Einheitspartei Deutschlands (SED)Utmbenennung in Sozialistische
Einheitspartei Deutschlands - Partei des Demokiatis Sozialismus (SED-PDS) on
December 17, 1989. The second change happened BEDfEbranded itself by
declaring a "break with Stalinism as a system" gnog "SED" in the name on February

4, 1990). In both cases — German and Belgian Jatke date is recorded as the date for
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the name change. In total, only eight out of 508esarecorded in the database had
multiple changes in one electoral cycle.

The second rule deals with alliances and other &ions consisting of multiple
parties in which the dominant party is not cleatgted through the website or the news
articles. In this study, it is assumed that thgdat party is the basis party for the new
formation. The largest party is determined by theher of seats in previous parliament.
If no party has seats in the previous parliamenif parties have an equal number of
seats, then the party with the earliest foundadiate should be considered a basis party.
Other parties that constitute the coalition or aged party should be mentioned in the
“notes” variable. For instance, in the 2009 EU &tets in Bulgaria coalition named
Coaliciya za Bulgariya (KB) consisted of severatiabst parties of whictBulgarska
sotsialisticheska partiyéBSP) was the largest. Therefore, the leader ®B8P at that
time - Sergei Stanishev - is recorded as the leaiddye coalition.

There are ad hoc situations, however, in whichiggih a coalition do not have
defined leaders. In these cases, the top candmhatbe list is recorded as a leader of a
coalition. An example of such coalition is “Coafini Nacionalista + Europa de los
Pueblos” in Spain. In the 1999 EU parliamentarytedas the first candidate on the list
was Ortuondo Larrea from the Basque NationalistyR&NV), so he was recorded as the
leader of the coalition. Another example is “Coialic Europea”, which participated in
the 2004 EU elections in Spain. It did not haveirsif party leaders, but had two
candidates assigned to the top of the list instéh@. agreement is that one candidate
occupies the seat for a year, then resigns, pdkimgvay for the second candidate. In this

case, both candidates at the top were recordedadiian leaders.
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The third rule concerns parties that were formedhfthe long-dissolved ones. If
a new party has a connection to a party that wssotlied two elections ago, then the
connection between the newly-formed party and ibsotved party is considered to be
interrupted. In this case, the record for the nef@ymed party has a value of “not
applicable” in the variable describing the namea pfrty in the previous elections.

For example, Italian party Partito Socialista Habb (PSIl) was dissolved on
November 13, 1994 and reemerged as a Nuovo Partito Socidtisiano (NPSI) six
years later on January 20, 2001. So, at the tintkeo2004 EU parliamentary elections it
was a new party created from dissolution of thearld. However, neither this new party
nor the old one existed at the time of the previBuselections in 1999. Thus, Partito
Socialista Italiano (PSI) was not recorded as aipusly existing party in the record for
Nuovo Partito Socialista Italiano. The connectietween these parties is only mentioned
in the notes.

Analysis and Findings

This section will report on the variation of pargvelty across various parties in
multiple countries of the EU. Some of the intuitiggpectations from this comparative
study are that party novelty varies across party glectoral cycle cases and the
distribution of party novelty is skewed towardss8enovelty” (Hypotheses 1 and 2).
Figure 3.2 represents the variation of party ngvielthe EU countries between 1989 and
2009. The axes stand for the two dimensions ofypasvelty described earlier — change

of party attribute (the X-axis) and change of pattycture (the Y-axis).
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13 Out of 502 cases, only 333 had complete data sapefor inclusion in this graph.
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Based on the figure, there is a good variationasies along thehange of party
attributescontinuum (Figure 3.2, X-axis), which confirms Hypesis 8. The distribution
of cases is skewed towards less change as expédiedpeaking tail on the right,
however, hints at the fact that the complete chasfgearty attributes is not the rarest
occurrence (the line along the X-axis), which conf Hypothesis 9. It is important to
note, however, that about a half of the cases encttimplete attribute change category
(last category) are start up parties for which ‘tieange” of attribute was recorded by
default. This accounts for the peaking tail at émel. Furthermore, the distribution of
cases along thehange of party structureontinuum has even greater skewness towards
less change than we see in the distribution albaghange of party attributesontinuum
(Figure 3.2, the line along the Y-axis). Thus, dtdpparent that parties change their
attributes more readily than they change theirctétine. More specifically, the change of
program and change of party leader are the mostnmmthanges parties undergo. The
change of name is more rare even with partiesctmatge their structure. The prevalence
of party program and leader change, perhaps, caxplained by the fact that parties
choose transformations that would adapt them to dimeent economic or political
circumstances and, at the same time, that wouldas costly in terms of both votes and
money. The change of name requires rebranding.@@uhaps, more importantly, carries
a greater risk for party to lose votes (or at l@agteater uncertainty about this risk).

Finally, when we combine the two dimensions of parbvelty, we see that few
parties in real politics remacompletelyunchanged from one election to another. This is
mostly due to the fact that 78% of those partieg ttayed intact changed at least one
attribute. The results show that there are 57 casesf 333 (or 17.1%) in which parties
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stayed structurally intac@nd have not changed any of its attributes (name,eleamhd
program}*. This finding is crucial as it shows the importaraf studying party novelty
and its effects. In more than 80 percent of caseegs changed themselves in various
ways and to various degrees, but we do not knamdf how this change affected voters’
party preferences.
Regional effect

Furthermore, one of the expectations about theiloigton of party novelty was
that we should see more frequent and diverse phdgge in Eastern Europe since party
systems are more dynamic there (Hypothesis 3)EBstern European countries, the data
was collected only for the 2004-2009 cycle of thé fgarliamentary elections. Therefore,
to make the comparison somewhat meaningful, therdigeflects party novelty across
Western Europe for the same electoral cycle. Coispanof Figures 3.3 and 3.4 confirms
this expectation. Figure 3.3 shows the party ngwditribution for a total of 76 Western
European parties during the 2004-2009 electordlecgtthe EU elections. The size of
the bubbles represents the percentage out of thertomber of those 76 cases. Same
goes for Figure 3.4, where the percentage is takemf 37 Eastern European parties in
the same electoral cycle. Evidently, the largercg@etage of parties in Eastern Europe
changed themselves in some way — we see largeldsubpread across the graph plane
in Figure 3.4 than in Figure 3.3. Only 13.5 % dskern European parties stayed

structurally intact and have not changes any of @tributes, while the percentage for

* The Party Novelty dataset includes 502 casesl@@itases were not included into the
graph as they have missing data on one of the pé#rtputes. (96% of the missing cases
have missing data for the program change). Seeipd\, Figure A.1. for the
distribution of party novelty with imputed missidgta.
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Western European parties is 19.7%. The lower l@fh@r contains the parties with least
novelty. This area encompasses 79% of all parmigsigure 3.3 (Western Europe) and
46% of all parties in Figure 3.4 (Eastern Eurofidius, it is clear that Eastern European
parties for the 2004-2009 EU electoral cycle exgered more novelty than Western
European ones.

Figures 3.3 and 3.4 use different base for caliigdiabble sizes, and, therefore,
are not fully comparabfd In order to compare party novelty distributiongastern and
Western European in more meaningful way, | combidath from Figures 3.3 and 3.4.
The results are shown in Figure 3.5. The size efiibbles is calculated using a base of
113 parties per electoral cytle According to Figure 3.5, structural changes amem
common in Eastern Europe (light grey bubbles) Bxpected, as party systems are more
dynamic in new democracies and splits or mergersraare common there. Yet, from the
Figure it is clear that Western European parti¢scibbubbles) changed more in terms of
their program and leader than Eastern European(ahé=sast for the 2004-2009 electoral
cycle). This finding goes along with claims thatsiesin European politics is more
personalized (Sara Birch, 2003). Party appealtendied to a certain persona, who also
serves as a party leader almost by default. Incdse, change of a leader would shake up
party structure or even party existence. Westemofigan parties, on the other hand, are
more stable in this sense. When party leader agram changes they are more likely to
stay structurally intact. Change of leader is le$san ad hock event for Western

European parties and more of a regularly occumpnogedure.

> The base is 76 party per electoral cycle cased/estern Europe (Figure 3.3) and 37
cases for Eastern Europe (Figure 3.4)

16 A sum of 76 and 37
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What explains party novelty?

This section discusses the results from testinghilpotheses put forward at the

beginning of this chapter. The hypotheses set tpeatations as to what explains party

novelty. Party novelty itself is measured usingesalV dummy variables describing

43



various types of party change — from both changeaaty attributes and change of party
structure continuums.

In particular, this analysis will use the followidgmmies as dependent variables.
The first set of dummies describe party attributestinuum: name change, leader
change, and program change. The change describé&s three variables may or may
not be a result of structural changes. The secatdrslates to the party structure
continuum. There are dummies describing if a patgyed intact, if it abandoned
electoral list, if it joined electoral list, if was expanded by merger, if it suffered a split,
emerged anew from a merger, emerged anew fromitaapdl if it emerged anew from
scratch. And, finally, the analysis will use twonstructed dummy variables. One
measures if party changed in any of the mentiorexe&a ways — an all-encompassing
“Party Novelty” dummy. It is constructed by ascnigithe values of “0” to all cases in
which party has not changed any of its attributesd gtayed intact in terms of its structure
(see Figure 3.2, the bubble in the bottom left eginThe second one, called “New”
combines two dummy variables — “new from a splittidnew from scratch”. It is done
in order to measure the emergence of new partie$ issmeasured in the literature
(Tavits, 2008; Sikk, 2005; Cox, 1997). Hypothesgggested in this chapter were derived
from the literature on new party emergence, antudueg this dependent variable will
allow a direct test of those hypotheses so thdteesan be compared to the ones from the
previous studies in more meaningful way.

In order to explain party novelty | use a seriesogistic regression models with
robust standard errors adjusted for clustering tyntry. Logistic models are used in

order to account for the fact that the dependenabkes are dichotomous. Clustering by
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country is used because most of the independergblas are country specific, such as
electoral system, form of government, number ofigaentary elections, population,
economic indicators, and clarity of responsibifity policy outcome.

As discussed in the research design section otctiapter, the unit of analysis is
the party per electoral cycle. Thus, in total, éhare 67 electoral contexts (country per
electoral year) and somewhere from nine to tweivy fparties per electoral cycle” in
each context, amounting to a dataset of 502 obgemnsa Some of the regression models
include fewer observations due to missing data.

One of the key problems in running logistic regi@sswith clustering on the
existing data set is the lack of degrees of freedgpecifically, clustering creates an issue
for the model test statistic. It cannot simultarspuest that all coefficients are zero
because there is insufficient information. In othlveords, it restricts the number of
predictors that can be used in the model.

Since there is a lack of degrees of freedom foning multivariate logit models
in certain cases, | will provide the results forvamiate logit models testing all of the
proposed hypotheses for each of the dichotomousndigmt variables measuring various
elements of party novelty (Table 3.2). Later ofis gection introduces a few multivariate
models where the degrees of freedom allow doing so.

Table 3.2 shows that form of government and cotselectoral age matter for
party change most of all. Parties are more likelychange their name and program as
well more likely to abandon electoral list, and egneg anew from a party split in
democracies with presidential form of governmengesklential systems offer more spoils

in office, thus stimulating formation of new pagieAs was hypothesized earlier in this
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chapter, this should stimulate party change as rypigtic party behavior in general.
Thus, as analysis showed, presidential systems cameducive of such party
transformations as change of name, change of prmggahandonment of electoral list,
and new party formation.

Furthermore, country’s electoral age is a signiftcaredictor for party novelty
and some of its elementsThe older the democracy in terms of electoraleeigmce the
less is the likelihood of party change in geneBalecifically, in young democracies there
is a higher likelihood to encounter a start upyartd a party that is expanded by merger
or defections from other parties. Moreover, the @ajedemocracy is a significant
predictor for party formation from split and froraratch. Since the level of perceived
electoral volatility in new democracies is high@arties are keener to engage in
opportunistic endeavors. In such environments,rigle of not getting voters to switch
from one party to another is low.

Furthermore, Table 3.2 shows that opposition paie average are more likely
to change than government parties. In particulpposition parties are more likely to
change their leader. Since the models are uniearilte conditional effect of party
incumbency on the effect of the economy on partange was not tested (see

multivariate models below).

19 calculated the electoral age of a country byntimg the number of elections to the
national parliament since either 1945 or the yeagma country gained its independence,
whichever came last.
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Table 3.2. Univariate Logistic Models Explaining®a\ovelty and Its Composites

Party Name Leader Program
novelty change change change Abandoned Joined
dummy dummy dummy dummy Intact Coalition Coalition
PTV Mean for previous
EU elections Coefficient 0.224* -0.160 0.413** -0.074 0.008 2.026*** 0.567***
1-10 Robust St Error  -0.097 0.140 0.148 0.187 ®.14 0.316 0.118
Number of obs 211 211 206 148 211 211 211
Pseudo R2 0.012 0.006 0.043 0.001 0.000 0.210 400.0
PR electoral system Coefficient -0.356 -0.047 -0.16-0.116 -0.023 -1.548* -0.078
1-pr Robust St Error  0.233 0.317 0.121 0.201 0.35(1.683 0.469
0-maj Number of obs 502 486 464 325 502 502 502
Pseudo R2 0.012 0.088 0.002 0.001 0.000 0.157 000.0
Form of government Coefficient 0.252*** 0.647* 0.042 0573*** (0.639* -3.432x**  -0.910
1-parl Robust St Error  0.225 0.305 0.167 0.166 .31 1.009 0.494
O-pres Number of obs 502 486 464 325 502 502 502
Pseudo R2 0.008 0.007  0.000 0.003 0.007 0.216 110.0
Number of parliamentary
elections since 1945 Coefficient -0.037* -0.026 0.019 0.052 0.071** -0.006 -0.026
Robust St Error  0.019 0.029 0.015 0.035 0.025 6@.0 0.060
Number of obs 502 486 464 325 502 502 502
Pseudo R2 0.019 0.003  0.002 0.011 0.028 0.001 020.0
GDP growth rate, 5 year
average Coefficient -0.035 -0.105 -0.046 -0.152 04B. -0.631 -0.119
Robust St Error  0.079 0.125 0.055 0.153 0.105 82.3 0.216
Number of obs 424 412 392 269 424 424 424
Pseudo R2 0.007 0.005 0.001 0.009 0.001 0.049 040.0




8V

Table 3.2. (continued)

Party Name Leader Program
novelty change change change Abandoned Joined
dummy dummy dummy dummy Intact Coalition Coalition
Unemployment rate, 5
year average Coefficient -0.013 0.040 -0.046* -0.119* -0.015 0.097 0.060
Robust St Error  0.037 0.048 0.023 0.052 0.031 62.0 0.061
Number of obs 424 412 392 269 424 424 424
Pseudo R2 0.001 0.003 0.005 0.023 0.001 0.013 050.0
Inflation, 5 year average Coefficient 0.093 -0.060.025 0.018 -0.063 -0.263* -0.171
Robust St Error  0.050 0.044  0.027 0.063 0.048 09.1 0.223
Number of obs 424 412 392 269 424 424 424
Pseudo R2 0.000 0.005 0.001 0.000 0.008 0.025 160.0
Government Party Coefficient -0.558**  -0.426 -0.301* -0.337 0.295 0.959 -0.444
1-govt Robust St Error  0.195 0.254  0.147 0.443 2.230.720 0.837
0-oppos Number of obs 502 486 464 325 502 502 502
Pseudo R2 0.011 0.005 0.003 0.003 0.003 0.019 030.0
Population Coefficient 0.008 0.009 0.006* -0.001 -0.004 0.043 0.004
Robust St Error  0.005 0.009 0.003 0.007 0.009 14.0 0.013
Number of obs 502 486 464 325 502 502 502
Pseudo R2 0.011 0.008 0.004 0.000 0.002 0.111 010.0
Clarity of responsibility Coefficient 0.122 -0.1380.063 0.168 -0.027 1.729* -0.336
1- low Robust St Error  0.126 0.160 0.094 0.101 0.16 0.881 0.414
4- high Number of obs 502 486 464 325 502 502 502
Pseudo R2 0.006 0.004 0.001 0.005 0.000 0.153 130.0
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Table 3.2. (continued)

Expanded New
by Suffered from New from  New from Start
merger asplit  merger split dissolution Up New
PTV Mean for previous
EU elections Coefficient 0.237 0.002 -0.291 -0.096  -1452*** na -0.244
1-10 Robust St Error  0.283 0.152 0.252 0.234 0.242 na 0.130
Number of obs 211 211 211 211 211 na 211
Pseudo R2 0.008 0.000 0.014 0.002 0.150 na 0.012
PR electoral system Coefficient 0.233 0.084 0.404.323 0.058 1.157 0.10Z
1-pr Robust St Error  0.471 0.257 0.322 0.386 0.557 0.709 0.343
0-maj Number of obs 502 502 502 502 502 502 502
Pseudo R2 0.003 0.000 0.007 0.008 0.000 0.027 010
Form of government Coefficient na -0.276  0.134-1.285***  -0.671 na -0.538
1-parl Robust St Error na 0.318 0.639 0.338 0689 a n 0.230
O-pres Number of obs na 502 502 502 502 na 50
Pseudo R2 na 0.001 0.000 0.029 0.005 na 0.004
Number of parliamentary - -
elections since 1945 Coefficient -0.120* -0.060  -0.060 -0.009 0.084 0.112* 0.044*
Robust St Error  0.051 0.032 0.038 0.035 0.067 510.0 0.022
Number of obs 502 502 502 502 502 502 502
Pseudo R2 0.053 0.015 0.014 0.000 0.018 0.044 100
GDP growth rate, 5 year
average Coefficient 0.341 0.067 -0.093 -0.073  -1.476*** 0.234 -0.067
Robust St Error  0.100 0.109 0.221 0.109 0.378 260.1 0.119
Number of obs 424 424 424 424 424 424 424
Pseudo R2 0.060 0.002 0.003 0.002 0.136 0.024 020,




0S

Table 3.2. (continued)

Expanded Suffered New from

New

New from

by merger a split merger from split dissolution Start Up New
Unemployment rate, 5
year average Coefficient 0.044 -0.027 0.074 -0.0500.036 -0.065 0.003
Robust St Error  0.052 0.049 0.058 0.059 0.066 710.0 0.040
Number of obs 424 424 424 424 424 424 424
Pseudo R2 0.003 0.001 0.010 0.004 0.002 0.005 000.7
Inflation, 5 year average Coefficient  0.098* 0.078 0.066 -0.019 -0.064 0.106 0.03¢
Robust St Error  0.047 0.050 0.058 0.076 0.102 68.0 0.045
Number of obs 424 424 424 424 424 424 424
Pseudo R2 0.017 0.011 0.007 0.001 0.003 0.019 030.7
Government Party Coefficient 0.660 -0.077 0.270 -1.675* na -0.861 -0.751
1-govt Robust St Error  0.450 0.389 0.461 0.805 na .80D 0.425
0-oppos Number of obs 502 502 502 502 na 502 502
Pseudo R2 0.011 0.000 0.002 0.037 na 0.012 0.0
Population Coefficient -0.010 -0.005 0.021* 0.000 0.024 -0.023* 0.008
Robust St Error  0.011 0.008 0.009 0.013 0.017 110.0 0.008
Number of obs 502 502 502 502 502 502 502
Pseudo R2 0.006 0.002 0.040 0.000 0.040 0.023 060.0
Clarity of responsibility Coefficient -0.293 0.143 -0.050 0.306 -0.495 -0.149 0.036
1- low Robust St Error  0.229 0.176 0.172 0.178 8.40 0.261 0.141
4- high Number of obs 502 502 502 502 502 502 502
Pseudo R2 0.012 0.003 0.000 0.086 0.025 0.003 000.0
Notes:

1) * p<0.05, **p<0.01, ***p<0.001

2) Significant coefficients are in bold

3) GDP growth, unemployment, and inflation are essd around their means.
4) Data in models is clustered by country
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The results shown in Table 3.2 do not confirm diltlee hypotheses. The
coefficient for voters’ propensity to vote, althdugignificant in a few models, does not
conform to the expectations set in Hypothesi®.&Results show that the higher the
probability to vote the more likely the party isdbange itself, which is counter intuitive.
It is difficult to imagine circumstances in which already successful party would want
to engage into risk taking by changing itself. Tgasitive sign of this coefficient stays
consistent for leader change, and abandoning oingithe electoral coalition. This
outcome could be because the propensity to voteegsured for the EU elections. In
most of the cases, there are national electionsmwihe EU election cycle. Party change
could be a party reaction to the results of théonat elections, not the EU ones. Further
data collection and analysis is needed to clahify issue.

And finally, the coefficients for economic indicaso were insignificant.
Therefore, for now, we cannot make inferences iggrthe effect of these variables on
party novelty”.

The fit of all of the univeriate logit models isrydow (based on Pseudo R squard
value), but it was expected as each of the modatsdmly one predictor besides the

constant.

20 Several alternative ways to measure party poulamongst voters were tried, none
of which showed statistically significant resultsised measurements such as: standard
deviation of PTVs for current elections, coeffidief variation (standard deviation
divided by the mean), the difference between PT\@msdor the current election and the
previous election, percentage of votes a partyivedean the previous elections, and the
difference in the percentage of voted a party kewkiwo elections ago and in the
previous election.

21 see multivariate models further in this section
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Table 3.2 provides a simple preliminary tests & Key hypotheses. The next
table shows multivariate logistical models, whichstt some of the hypotheses
competitively, but only in cases where degreesegdom allow having several variables
in the model (Table 3.3). Thus, there are modeln&me, leader, and program change,
as well as structural change in general. In thesdets, standard errors are also adjusted
for clustering by country.

The results show that in proportional electoraltesys parties are more likely to
change their name, which confirms Hypothesis 1. &lmw, changes of leader and
structural changes are more likely in majoritarigystems. This may explain the
counterintuitive positive relationship between theters’ propensity to vote and party
novelty in a univariate model discussed above @aR). If propensities to vote (PTVS)
are higher in majoritarian systems, and majoritaisgstems are positively related to
party novelty, then PTVs should be expected to rmyp®sitive relationship with party
novelty.

Name change also stands apart in terms of formogémment. In presidential
systems, parties are more likely to change themasa This goes along with the
Hypothesis 2. Presidential systems provide morelsspo office and, thus, encourage
opportunistic behavior, such as change of partyendinis important to remember that
parties in this category may or may not change th@mnes as a result of such structural

changes as mergers or splits.
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Table 3.3. Multivariate Logistic Models Explainifgrty Novelty and Its

Composites

Name Leader Program  Structure
change change change change
Coef. Coef. Coef. Coef.
(Robust (Robust (Robust (Robust
SE) SE) SE) SE)

Voters’ propensity to vote,

mean -0.040 0.459 -0.008 -0.058
(0.159) (0.185) (0.034) (0.170)

Proportional electoral system1.593* ** -0.857***  -0.151 -1.441***
(0.495) (0.209) (0.096) (0.393)

Parliamentary form of

government -4.460%**  1.320*%** 0.197 4,132%**
(0.583) (0.294) (0.205) (0.474)

Number of parliamentary

elections since 1945 -0.013  0.043** 0.005 0.008
(0.051) (0.016) (0.006) (0.030)

GDP growth rate, 5 year

average -0.412 -0.134 -0.031* 0.012
(0.301) (0.059) (0.016) (0.120)

Government party -2.238***  -0.607*** -0.032 0.504
(0.543) (0.171) (0.085) (0.454)

Government party * GDP

growth rate, 5 year average -1.281*** -0.076 0.034 0.435
(0.354) (0.139) (0.034) (0.331)

Constant -0.228 -1.817 0.244 0.213
(0.839) (0.770) (0.176) (0.722)

N 186 181 127 186

Pseudo R square 0.1364 0.0772 0.0473 0.0640

Notes:

1) * p<0.05, *p<0.01, **p<0.001

2) Significant coefficients are in bold
3) GDP growth, unemployment, and inflation are eezd around their means.
4) Data in models is clustered by country
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The age of democracy matters for leader change.older the democracy the
more likely it is for parties to change their leadghis result makes sense since politics is
generally more personalized in new democracies;ifsgaly Eastern European ones.
Often parties base their entire brand on one prentiteader. If the leader changes, party
looses its integrity and undergoes some structan@nges such as splits. In older
democracies, party organization per se is more ldpgd and is more likely to be
disturbed by the change of leader.

Furthermore, the economy proves to be significaht tor party program change.

It is the only significant coefficient for the chgaof program. The negative sign of the
coefficient indicates that parties react to detatiog economy by changing their
program. The result confirms Hypothesis 4. Eliteens to anticipate economic voting
and react accordingly.

The conditional effect of party incumbency on te&ationship between changing
party name and the economy is illustrated in Figie The slopes of the lines tell us
that as the economy deteriorates, on average, mgoest parties are more likely to
change their names than opposition parties. Astme time, it is clear that the chances
for both government and opposition parties to ckatigeir names are growing as the
economy weakens. This finding points to the faet thot all elites anticipate economic
voting to the same degree. Elites of governmentigsaare aware of their responsibility

for the policy outcomes, which, in this case, s tountry’s economy.
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Figure 3.6 Conditional effect of party incumbencytbe relationship between

changing party name and GDP growth

Conclusion

This chapter described party novelty measures ardmimed possible
explanations. Comparative analysis of party novelistributions showed where the
majority of parties lie on the party novelty plafarties stayed structurally intaand
have not changed any of their attributes (nameleleaand program) in 17.1% of cases.
This means that in more than 80 percent of casgepa&hanged themselves in various
ways and to various degrees. This finding is ciluagit shows that party change is
common and, therefore, is important to study.

In terms of the regional differences, it was esthield that in general Western
European parties change more often than EasteropBan ones. However, when

examined more closely it became apparent that We&teropean parties changed more
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in terms of their program and leader than Eastemofiean ones. This finding confirms
the general view of Eastern European parties as mersonalized and tied to party
leaders as compared to Western European onesstietfural party changes were found
to be more common in Eastern Europe, which pomtthé dynamism of party systems
there.

Thus, in most basic sense, the chapter showedp#rat novelty varies. At any
given time some parties change, while others doEx#n among those that change some
change more than others. This raised the questierptaining why it is so. The findings
showed that the answer depends on the type of ehang

For instance, parties are more likely to change ttenmes and programs, abandon
their electoral lists, and emerge anew from a spldemocracies with presidential form
of government. In addition, in young democracieerg¢his a greater likelihood to
encounter a start up party and a party that isredg by merger or defections from other
parties. Furthermore, the economy proved to beifsignt only for party program
change. Yet, not all elites anticipate economicingptto the same degree. Elites of
government parties are more aware of their respoitgi for policy outcome than
opposition parties, as they should.

Thus, this chapter examined party novelty as a rdgrg variable. Next chapter
will focus on the effect of party novelty on votepairty preferences, thus making party
novelty an independent variable. As an independeanable party novelty should reveal

the extent of democratic accountability, whichnigerative to any functional democracy.
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CHAPTER 4

PARTY NOVELTY EFFECT ON ECONOMIC VOTING

This chapter assesses the effect of party noveltyl@mocratic accountability,
specifically through the mechanism specified ine¢lsenomic voting theory. It replicates
the previous findings of the economic voting litera and proposes a new conditional
variable to the existing economic voting model #ypaovelty.

The first section of this chapter summarizes thg werks in the field from
Anthony Downs (1957) to the most recent ones. Aftee chapter specifies the base
model of the economic voting discussing expectatiamd hypotheses in relation to each
independent variable. It will also describe the sueament of these variables.
Furthermore, it presents the results from the Imasdel and then develops and tests a
naive hypothesis in relation to the party novelty.

The theory of economic voting was first suggestedbthony Downs (1957). It
states that an individual will compare betweenutiity he gained when the incumbent
party was in office and the expected utility of thgposition party had it been in office.
The majority of research on economic voting focusesarily on voters’ retrospective
evaluations of the incumbent pafty In this view, voters evaluate the incumbent's

economic performance and punish or reward it ab#ilt box. If voters believe that the

22 Key Jr. (1966) sees economic voting as is puretyospective; Downs (1957) sees
retrospective evaluations as means to make progpemes; Fiorina (1978, 1982) also
sees retrospective evaluations as an element ofvdter’s "running tally" (which
determines which party is more likely to serve vstenterests best in the future)
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incumbent’s performance was unsatisfactory, thayighuit by voting for the opposition
party, else they reward it with a vote.

There have been numerous studies that have tekeded¢onomic voting
hypothesis. Early studies supported this hypothesdiswing that candidates from the
incumbent party won more votes as GDP per capitaeased, while opposition
candidates benefited when GDP per capita droppednir, 1971). Further studies
refined this model distinguishing between sociatopoting (in which voters evaluate
the change in national economy) and pocketbookngofin which voters evaluate the
change in their own economic situatih)Over time, sociotropic voting gained more
empirical evidence — voters are more readily taibatte the responsibility to the
government for the national state of the econontfierathan for the state of their
personal finances (Lewis-Beck and Stegmaier, 20d0yeover, it has been argued and
shown that voters are rather sophisticated anagakito account longer periods of time
when evaluating the economy (Peltzman, 1990). Heweeven here researchers
recorded discounting of the past (Hibbs, 198Mezien and Erikson 1996; 2001; 2004;
2005; Erikson and Wlezien 2008j voters experienced a lot of economic instayiin
the past, they may be especially short sighted @\tang, 1997).

Furthermore, studies analyzing individual vote ckorather than aggregate level
studies, showed more consistent support for theaoa voting (Duch and Stevenson
2008). However, individual level models had diffices of their own. The most

concerning one is the problem of endogeneity: dergadorm their economic perceptions

23 See Hibbs (1977) and Kramer (1983) for pocketbeoting studies; see Kinder and
Kiewiet, (1981), Kiewiet, (1983), Sigelman and TEE®81) for sociotropic voting; some
combination of the two is considered in FeldmarB@)%nd Weatherford (1983)
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based on their support for the government or deergoform their judgment of the
government performance based on their evaluatidgheoéconomy? This problem will be
addressed later in this chapter where | discussaug as an independent variable in the
economic voting model.

By 1990s, when studies started incorporating cnaggnal comparative research
designs, economic voting model began to lose itpimeal support (Paldam, 1991;
Przeworski and Cheibub, 1999). This setback mat/atesearchers to use various
institutional variables in their models to accodot differences in electoral systems.
Specifically, the clarity of responsibility withia political system is believed to mediate
the effects of the economy (Powell and Whitten,319%hitten and Palmer, 1999; Van
Der Brug, Van Der Eijk, and Mark Franklin, 208%) In addition, other institutional
variables have been found to condition the efféth® economy on party support

Thus, to put this study in the context of the atere discussed above, it falls
within those works, which view economic voting asistropic phenomena. Also, this
work uses cross national comparative research mesigrder to show the extent of
economic voting in various contexts. The sectiba®w discuss the research design in
detail.

Dependent Variable: Voters’ Party Preferences

Most of the studies of economic voting define thdependent variable in

dichotomous fashion: as the incumbent’s vote slaréhe aggregate level or as a

dichotomy indicating whether the respondent votedaf government or opposition party

24 See more detailed discussion of the clarity opoesibility index further in this chapter

2> Remmer (1991) considers the structure of the @lattsystem; Anderson (2000),
Stokes (2001), Duch and Stevenson (2008) use an afinstitutional variables
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at the individual levéf. Yet recent research has been critical of suchosgh ¢an der
Eijk et al, 2006;van Der Brug et al 2007). It is argued, that thendtomous voting
choice does not reveal the complexity of the vopnocess described by Anthony Downs
(1957). There are two stages to this process., Ricgers go through a latent stage at
which they form preferences for a number of partféscond, voters go through the
observable stage, making observable choices wheitdidg whom to vote for. It is
important to emphasize that, according to this vedwhe voting process, there is more
than one party that voters prefer to some degrekeatirst stage, and they vote for the
party they prefer the most at the second stages fn-stage process is critical. In a
situation where voters have a clear preferenceoih@r party, the slight change in party
preferences, due to certain factors, such as #te ef the economy, would not change
the vote. But when voters’ preferences for two ipartare tied, the party choice that
voters make is very delicate and volatile. In tase, it can be influenced by the national
economic conditions. Yet, if a study employs votiag a dichotomous dependent
variable, it is most likely to miss the fluctuatiohvoters’ preferences.

There are two ways to address this issue. Theiéirgi account for the partisan
attachments, specifically for the aggregate diffiees in partisan attachments cross
nationally. For instance Kayser and Wlezien (20fbilnd that in countries where many
voters have weak party identities (voters are epwessured between parties) a small
change in the government performance could resuli big change in the vote. The
second is to use party preferences as a dependeiable instead of the variable

measuring a dichotomous voting choice (Van Der Brgn Der Eijk, and Mark

26 Aggregate incumbent vote share is used in Krad®@7X, 1983) and Paldam (1991)
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Franklin, 2007). Here, voters with strong prefeemare expected to be least susceptible
to the changes in the economy.

In this dissertation, | follow Van Der Brug et @007) and measure voters’ party
preferences with voters’ propensity to vote for amay of parties. It is an unusual
variable as it records voters’ preferences dach party. To construct this variable, |
follow the work of Van Der Brug, Van Der Eijk, afiaanklin (2007) who use a “stacked
data matrix.” The stacked data matrix transforneslével of analysis from individual to
individual per party In every survey on voting behavior respondengstiggated as units
of analysis and their party preferences are séetoespondents’ attributes. The authors
propose to construct the dependent variable in aushy that “each respondent appears
as many times as there are parties for which stigpopensities are measured.” This
study adopts such an approach and defines it aobiserved strength of support of the
respondent involved in each respondent*party coatlmn for the party involved in the
same combination” (Van Der Brug, Van Der Eijk, aidrk Franklin, 2007, p.41-42).

This study will not test the two-stage voting moateits entirety. It will focus on
the first stage and will predict voters’ party nefnces using the economic voting model,
leaving the second stage (a model that uses pagtgrpnces to predict voting choice) for
a future research.

Independent variables and the key expectations
The base model intends to replicate the most bfasiings from the recent

studies on economic votiffg The model is complex as it includes variablesnfrimur

2" In particular this study will try to replicate tise model estimated by Van der Brug,
Van der Eijk, and Franklin (2007) in their volumé&he Economy and the Vote” p. 88,
Table 4.2, Model F as closely as possible
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levels of analysis as well as their interactionse Tevels are: individual, party, party per
individual, and national. This section describesaldes used in the model at each level.

At the individual levelthe model includes a set of individual charasters
shown to affect party support in the previous regdeasuch as age, class, religion,
political interest, education, if unemployed andetiired.

In addition, some electoral studies take into antdle importance (or some use
the term ‘salience’) of various political, econonaind social issues for each respondent
or in aggregate (Miller, Miller, Raine and Browrd®76; Abramowitz, 1994; van der Eijk
and Franklin, 1996; WIlezien, 2001). If a certaisuis is important to a voter, then he/she
has a meaningful opinion about it, which structuhes/her support for parties. For
instance, under conditions of hyperinflation, veteurill evaluate political parties based
almost exclusively on parties’ ability to combatsttnyperinflation. Conversely, under
stable economic conditions, non-economic issuedilkely to dominate voters’ choice.
Therefore, the same macroeconomic variable may haterogeneous effects on voters’
choice in different countries and at different gsim time. In order to control for this
possibility, issue salience should be includedh&model.

Typically, the salience is measured using the “muogiortant problem” (MIP)
survey question. There have been concerns that ishia limited (not complete,
asymmetrical) measure of issue importance, givedogsn't take into consideration
importance of issues that are not “problems” pefVgkezien, 2005). But in the absence

of an alternative instrument, this study will use MIP survey question to control for the
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effect of issues on voters’ party evaluatidngt also works fairly well (see Soroka and
Wlezien, 2010).

At the party levelthe study will test if government parties expece “cost of
governing” losses seen in previous studies (Poamtl Whitten, 1993; Paldam, 1991;
Nannestad and Paldam, 1994, 2002). According teetlstudies, the estimated loss of
incumbent party popularity is at about 2.5 perc&dvernment parties are expected to
lose support simply as a result of incumbency.rtteo to test this effect the model
includes a party level dummy variable measuringtivrea given party was a governing
party or was in a governing coalition for the palstctoral cycle.

Furthermore, the model includes a party size véialith the expectation that the
larger the party the more the voters hold it actalle for the economic performance
(Van der Brug, Van der Eijk, and Franklin, 2007 arty size is measured by the
proportion of seats in the national parliament.

At the individual per party levelthe model will attempt to mimic aggregate level
economic voting studies, which control for the poess vote share of governing parfies

In order to do that it will include an individuayJel dummy variable indicating whether a

8 The variable is constructed in a following wayeMIP question is used to construct a
series of dummy variables. Each of the dummiescatds if a particular respondent
considers a certain issue to be the most impompaoiblem. For instance, there is a
dummy variable indicating if respondents think @bdr market conditions to be the most
important problem in the country. Other dummieslude, but not limited to:
government, inflation, welfare, economy of a natiorgeneral, health and food safety,
foreign policy, environment and energy, corruptiaand crime, infrastructure,
immigration and minorities, and other social andrexnic issues. These dummies are
used to calculate predicted values of voters’ pmsfies to vote for particular parties.
Thus, the base model itself uses this variable @sn&ol for the effect of issue salience
on voters’ party preferences.

29 Same variable was included in the economic vatinglels estimated by Van der Brug,
Van der Eijk, and Franklin (2007)
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certain respondent voted for the particular partihie previous electioffs This variable
is also suited for controlling for partisanship aotther individual level variables not
included in the model. It is expected to have aitppeseffect on party support — if a
respondent voted for the particular party in ldst®ons, he is likely to do the same in
the current election.

In addition, it is necessary to control for thetsgaeffect on the left-right scale —
that is, the difference between respondents’ mosstiand their perception of parties’
positions on the left right scale. Respondents lshptefer parties closest to their own
issue positions. The smaller the distance betweemespondent’s position and the party
position the greater respondent’s utility and, thilie more likely this respondent to
prefer this particular party (Downs, 1957). Thuee effect of distance is expected to be
negative. Taking into account the fact that theé ohianalysis is respondent per party, it
should be easy to include a variable measuring distance between respondent’s
position and the perceived position of each pantyhe left right scalé"

Finally, previous studies found that the effectlw# left-right proximity on party
preference varies across political systems. Thisanee can be accounted for by
calculating the extent of perceptual agreement édppis, 1995). It measures the degree
to which respondents in each country agree on tiséipn of the political parties on the

left-right scalé.

%t is important to remember here, that the unitarmlysis are “party per respondent”.

31 The variable is constructed by calculating Euditelistances between respondent’s
position and his/her perceived position of eaclypam the left-right scale

%2 This measure was calculated using the procedweritied in Van der Eijk (2001) and
STATA algorithm ("agrm") developed by Alejandro Eck
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At the contextual level (nation per yeathe model will test the effect of
economic and institutional conditions. In some ®sdthe effect of the economic
conditions is detected by correlating voters’ ecuiw perceptions with their voting
choice (Fiorina, 1981; Lewis-Beck, 1988; Alvareadadagler, 1995, 1998). However,
using voters’ perceptions of economic conditions/rha problematic. The causal flow
from voters’ economic perceptions to their votingoice has been questioned of
endogeneity (Wlezien, Franklin, and Twiggs, 199éwis-Beck and Stegmaier, 2000).
Party identification is believed to be a large parthis problem (Andersen et al, 2004;
Evans, 1999; Evans and Andersen, 2006; Johnstah, &005; Wilcox and Wlezien,
1996; WIlezien, Franklin, and Twiggs, 1997). Voteidéological disposition affects
voters’ perceptions through a “perceptual screea’cencept introduced by Campbel et
al (1960) and applied to economic voting by Conaeteall (1987). In order to mitigate
endogeneity some suggest controlling for partishemtification (Evans and Andersen,
20063,

The concerns that the effect of the economic péimepis overestimated due to
endogeneity have been mounting until very recemtysby Lewis-Beck, Nadeau, and
Elias (2008). The authors argue that while the baased by endogeneity indeed exists it
is substantially downward. In order to eliminatelegeneity, the authors utilized panel
data instead of commonly used cross-sectional ddtay concluded that in panel data

research design the effect of the economic pemmeptis even greater than the effect

3 A number of studies put out more far reaching quii arguing that economic

expectations are not exogenous to politics as # praviously assumed. In their recent
study Ladner and Wlezien (2007) showed that votrehomic expectations are affected
not only by voters’ support for incumbents but algotheir forecasts of the electoral

outcome
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reported in cross-sectional studies. Others are dasguine (Evans and Pickup, 2010).
There is no guarantee that the issue is put toagghe authors do not question the
existenceof endogeneity in the cross-sectional economimygainodels. In order to avoid
dealing with endogeneity, this study uses objectheasurement of the economy — the
level of economic growth, inflation, and unemploymeThe number of economic
contexts (in total 67) permits the use of the dibjecmeasures without under-specifying
the model of economic voting.

Thus, to test the key hypothesis fundamental tetdmmomic voting literature, the
model includes national-level economic indicatonsl @heir interactions with the party
incumbency dummy. The expectation is that econaymaevth has a positive effect on
voters’ support for government party while inflatiand unemployment have negative
effects. It addition it is expected that the effeof the economy on voters’ support for
opposition parties will be smaller or differentligised than for government parties.

Among other notable determinants of party suppost system characteristics.
Specifically, the clarity of responsibility withia political system is believed to mediate
the effects of the economy (Powell and Whitten,3t9%hitten and Palmer, 1999; Van
Der Brug, Van Der Eijk, and Mark Franklin, 2007)vén the comparative nature of this
study, it is essential to take into account intibnal differences between political
contexts. Powell and Whitten’s (1993, p. 398-40@)struct the clarity of responsibility
index from five measures recording whether theres:wa weak party cohesion, a
chairmanship of legislative committees by oppositparties, a bicameral opposition, a

minority government and a coalition government.
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For the past two decades the index has been refsoedome recent studies use
slightly altered clarity of responsibility indexa brder to calculate the index and classify
the countries, this work uses methodology develdpe@avits (2007, p.221) who relies
on Powell's (2000) work.

The index used in this study has four compositesregiment majority status,
cabinet duration, opposition influence, and the@ff’e number of parties.

The majority status of the government is considdeethe the "most important
element in determining clarity of responsibilityPdwell, 2000, p.52). This variable has
an ordinary scale with the following values: mingmovernment, coalition government,
and majority government (Same coding as in Pov2él0(, 56-57) and in Tavits (2007)).
When government has a majority status, the claftyesponsibility is at its highest.
Minority governments provide the lowest clarityreponsibility as in such governments
opposition parties have greater influence on paligking which obscure the
responsibilityPowell, 2000; Lijphart, 1999; Tavits, 2007).

The second element — cabinet duration — calculasettie number of consecutive
months a given government had been in office attithe of the electich For each
country, this number is then centered around thenttg’'s mean (average duration of
governments between 1994 and 2009).

The third element is opposition influence on pal@aking. Tavits’ (2007) creates
this measure out of six components: (1) the nundfepermanent committees, (2)
whether there is a match between the standing ctitgeriand government departments,
(3) whether the positions of the committee chasrdistributed among all parties in

parliament or only held by the government part{d3, whether there is a limit to the
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number of committees a single parliamentarian oaloriy to, (5) whether there is an
upper chamber and (6) whether that chamber is @tedrby opposition parties. Due to
the lack of data and difficulty of finding reliabd®urces, this work will use only three out
of six components — components (3), (5), and (6ge(3ources for the data are the official
websites of national parliaments and their govemtmerull details are available upon
request). The sharing of the committee chairmanahipngst all parties, the presence of
the second chamber, and the control of the sechathloer by opposition parties will
blur responsibility (Powell, 2000, 60-61).

The last element - the effective number of par@sthe parliamentary or
legislative level - measures the fragmentation e party system and is taken from
Gallagher and Mitchell (2008) (The effective numbémparties at th@arliamentary or
legislative level differs from the effective number of partigstheelectoral level as it
measures seats that parties occupy in parliamsigad of votes they got). The index
calculated in this study does not replicate Ta\ig007) or Powell’s (2000) clarity of
responsibility index one to one, and thereforesityl@cores of some electoral contexts do
not match those found in their studies. This isalige the first two elements of the index
— majority status of the government and the caldoeation — are time sensitive, that is,
every time a new government is formed, the scoengés. This study includes recent
governments formed between 2004 and 2009 — a p#raidwas not included in either
Tavits’ (2007) nor Powell’s (2000) study.

The Main Explanatory Variable: Party Novelty
The key hypotheses of this study specify expeatataf whether and how party

novelty affects voters’ party preferences in difer economic circumstances. The
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proposed mechanism of this conditional effect raby. On the one hand, it could be the
case that certain party transformations alter padntity and their ability to be
recognized by voters more than others. For instamaaere change of party name may
prevent voters from making a mental connectiorm&oparty’s past history, specifically to
the fact that this party was in government for plast electoral cycle. This explanation
fits the arguments made by Converse (1964) andolimvers about the inability of a
common voter to sort out political reality (Converd964; Lane, 1962; Deli Carpini and
Keeter, 1996). Here, voters are simply not follogvthe news and are not aware of the
changes the party experiences. It also could éecdise that voters not only ignore the
news, but also misinterpret available shortcutst@®s, 1996). This leads them to think
that the party in question is genuinelty new. llwdll it the “tricked voters effect”.

On the other hand, it is possible that voters arara of the connection between
the rebranded party and the one that existed béf@eebranding. So, the alternative
explanation is not about voters’ inability to reoame the party but about voters’ belief
that the party is genuinely attempting to reforselit and it is capable of correcting its
past failures. Here, voters are ready to give thtypa second chance. | will call it a
“forgiving voters effect”.

In both cases, the type of change matters. Therdiftes are shown in Table 4.1.
Some changes are more identifiable and more vidibleoters than others. “Tricked
voters effect” makes more sense with more appatgriges, such as the change of party
name. There is a good chance the party will begeized by voters if its leader does not
change (except, probably, in party systems withreex¢ély personalized parties). And

change of party program is the least relevant changhe “tricked voters effect” since it
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IS easier to recognize a party if the only attrgbtitat changes is its program (or, in other
words, make a mental connection between the partir@ past electoral cycle and the
party in the present electoral cycle). Tricked v®teffect assumes that voters pay
attention only to visible changes, instead of tbhesequential ones. A “forgiving voters

effect”, however, can be present in all cases diygtribute change. Voters may forgive

a party for its past failures and give it a secohance if they see signs of reform within a
party. The signs of reform can be inferred by vofeom a change of party name and/or
leader (in which case voters would use the chamgeaxdy name or leader as a clue to
deeper changes within a party) or can be seen lvg sophisticated voters directly from

the change of party program.

The type of voter matters in both cases as wek “Titicked voters effect” should
work primarily for unsophisticated voters since theognition of the changed party is for
the most part a matter of following the news. lsecaf the “forgiving voters effect”,
sophisticated as well as unsophisticated votersequally capable of forgiving (or not
forgiving) a government party for its failures givé has reformed itself in one way or
another. The difference in voters is in whether dmv they detect the change.
Unsophisticated voters are more likely to use oshortcuts and clues, while
sophisticated voters will use their knowledge alath shortcuts and clues. This should
make sophisticated voters’ “forgiveness” more &fit — forgiving in cases where the
party changed on the deeper level as opposed &s ¢gaswhich the party changed its

surface level attributes such as its name and teade
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Table 4.1. Binary Mechanism for the effect of Paktiribute Change

Categories for Attribute Change

No Prograr |[eader [Leader anName [Name [Name Name
changéonly only Progran only |and and |eader an

progran |eade [progran

Sophisticated - FVE FVE FVE FVE [FVE FVE [VE

Voters

Not - FVE FVE FVE TVE |[TVE TVE |[TVE
sophisticated

voters

Notes:
1) The expected strength of the effect is specifigthe font size

2) FVE - “forgiving voters effect”TVE - “tricked voters effect”

It is assumed that the two mechanisms spelled looveaconnect party novelty
and voters’ support for government parties. Thegsehanisms are complementary and
work in the same direction. While this study doed mtend to test the difference
between these two mechanisms empirically, Chapexpbores the basic assumption on
which these two mechanisms are built on. It tedistiher voters pay more attention to
visible (i.e. name) or consequential changes l@ader, program). This chapter will only
test the naive model hypothesizing thatty novelty has a conditioning effect on voters’

propensity to vote (regardless of the nature ofdfiect)
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Hypotheses

Thus, based on the above discussion, the foregexpgctation | posit the
following expectations:

H1: Party novelty has a conditioning effect on vsteropensity to vote for
parties under various economic circumstances.

H2: Both dimensions of party novelty (structurataittribute change) as well as
their internal elements are expected to have aitonithg effects on voters’ propensity
to vote for parties given various economic circlanses.

H3: The effect specified in H2 should be seen ithlgmvernment and opposition
parties.

H4: In improving economic circumstances, governnpnties should lose from
greater degrees of party novelty (or its dimensmmheir internal elements), while when
economy goes down government parties should befiefit greater degrees of party
novelty.

H5: In improving economic circumstances opposifanties should benefit from
greater degrees of party novelty (or its dimensamiheir internal elements). However in
deteriorating economic circumstances oppositiotiggashould not either benefit or lose
from greater degrees of party novelty.

H6: Those elements of party novelty that alterymtéentity the most are expected
to have stronger effects than those than do nat.iftance, on the change of party
attribute dimension, change of party program iseeigd to have weaker conditional

effect on this party popularity than change of parame. Likewise, on change of party
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structure dimension, leaving an electoral alliasbeuld have a weaker conditioning
effect on this party popularity than suffering ditspr even weaker than starting party

from scratch.

Data and Methods

The data to measure voters’ party preferences @@ndfrom two large cross-
national studies: Comparative Study of Electorast&ys (CSES) and the European
Election Studies (EES). In the CSES, voters’ pamgferences are measured using a
feeling thermometer, while in EES it is measuredhwioters’ propensity to support
particular parties (PTV).

There is a reason to believe that PTV is a betteasure of voters’ party
preferences. Some advocate the use of the propensésure as it was found to have the
stronger relation with voting choice than feelilngrtmometers (Van Der Brug, Van Der
Eijk, and Mark Franklin, 2007). For instance it westablished that whereas in 93 percent
of the cases the party choice matches the party thi¢ highest score on the support
propensity measure, the match rate for feelingnloeneter was much lower at 73 percent
(Kroh, 2003). Since this study is interested inevst party preferences provided that
ultimately they affect voting choice, PTVs appeabt a better measure of voters’ party
preferences. Therefore, the data for the dependeiable as well as for some individual,
party and country level variables will come frone tBuropean Election Study (EES). It
has been conducted during 7 consecutive election€Efiropean Parliament between

1979 and 2009.
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Another reason for the use of the EES is spellacoguw/an Der Brug, Van Der
Eijk, and Mark Franklin (2007) — they encourage tle of the EES as elections to
European Parliament are “uncontaminated by thesytiorasies of national elections”. In
other words, EU elections are relatively free frtdme effect of the campaign slogans,
candidates’ appearance, political scandals and oibhverandom noise that is commonly
associated with national elections.

Also, a few words should be said on cyclicalitygb elections. Since the data is
collected for the EU parliamentary elections, whiechmost of the cases do not coincide
with national parliamentary elections, the modebstd control for the effect of the
electoral cycle on popularity of incumbent partikdas been observed that government
party popularity drops in the middle of the cyéleThe popularity seems to go down in
the first half of the cycle regardless of governimperformance: that is either due to
government inability to satisfy conflicting demanflt®m various groups of voters
(Downs, 1957) or because the opposite is true -emonent satisfying demands for
policies that brought them into office in the figgiace (Wlezien, 1995, 2004; Franklin
and Wlezien, 1997afumi, Erikson, and Wlezien, 20L0According to the latter view, in
the second half of the cycle the popularity of ident parties tends to go up as they
start framing new issues and formulating new pe$idn anticipation of the upcoming
election.

The variable capturing electoral cycle is cons&dcin the following way. The

EU election cycle is 1825 days. If national electidvappened in the beginning or at the

34 gpecifically see Weber (2007, 2011) for discussinrthe role of the cyclicality in the
second-order elections, such as the electionst&thParliament
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end of the EU electoral cycle — i.e. within thestid56 days (25% of the electoral cycle,
from day 1 to day 456) or the last 456 days (25%hmefelectoral cycle, from day 1369 to
day 1825) — then EU elections are considered tocbmcidental with national
parliamentary elections (dummy variable value d%.“If national elections happened in
the middle of the EU electoral cycle — i.e., withive period between day 457 and day
1368, then EU elections are considered to be naticental with national parliamentary
elections, i.e., mid cycle election (dummy variabddue of “0”).

Furthermore, there are a few ways to measure tbeoedc conditions in a
country for a certain electoral cycle. Change mezsmake more sense for comparative
research than the static measures. While the latteply captures the state of the
economy at a given point in time, the former hightithe trend — whether the economy
got better or worth — that is more likely to be istgred by voters. Therefore, the
following indicators were used for the economicingtmodels: a percentage change in
real GDP for a year of the election as comparethéoprevious year (i.e., real GDP
growth), a percentage in annual rate of unemployni@na year of the election as
compared to the previous year, a percentage chargees for a year of the election as
compared to the previous year (i.e., annual imffatrate). Data measuring economic
growth, inflation, and unemployment are obtainenhfithe OECD online database.

Finally, to estimate the model | use OLS with coy@ind year dummies and with
robust errors calculated at the individual levelt mdividual per party level. The errors
are calculated at the individual level in orderd&al with the fact that respondents give

different patterns of answers to the PTV questioasiember that the data is stacked, so
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the same respondent is appearing several timebeindata}®. For instance stronger
identifiers will single out one party with a higi'¥? score; weaker identifiers will give
same PTV scores to two or more parties.
Results

As stated above, the analysis starts with repboatf the economic model in
which all government parties are held equally aotahie for the state of the economy no
matter the degree of novelty. After running modelgh various combinations of
economic indicators it became apparent that modedsng GDP growth and
unemployment rate generate statistically signifigateractions with signs that confirm
theoretical expectations. Models that use inflatemd misery index as economic
measures do not yield robust resdftSince the GDP measure is more consistent across
countries than the measure of unemployment, theemosing GDP growth is more
reliable. Therefore, models, discussed furthethm paper, are built based on the GDP
growth model (see Table 4.2, Model A).

From Model A estimates, the joint effect of the GRPowth and party
government status has a positive sign which supptt¢ findings of the previous

literature on economic votiA§ **. Government parties gain popularity from incregsin

% See similar procedure in Van Der Brug, Van DekEind Mark Franklin (2007)

% The Base models testing the effect of unemploymiefiation, and misery index are
not shown. See Appendix B, Table B.1.

3" The joined effect is calculated as a sum of @BP growth coefficient and the
coefficient of the interaction betwegovernment partandGDP growth

% The fact that GDP growth is centered around itsatmeomplicates the direct
interpretation of the magnitude of the effect. Asuke of thumb: for the change of GDP
(or GDP growth), all values above zero represes¢s@ which economy did better than
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GDP growth rate and lose when it drops, while ofifmws parties lose from increasing
GDP growth rate and gain when it falls (Figure 4@japhing the interaction effect of
unemployment mirrors this effect (Figure 4.2). Goweent parties loose popularity from
increasing unemployment rate and gain when it drapde opposition parties gain from
increasing unemployment rate and loose when #.fall

Furthermore, | replicate the effect of the clariy responsibility on party
preferences (Table 4.2, Model B). The estimate®rteg in Model B show that the
clarity of responsibility has a statistically sifjoant conditional effect on voters’
propensities to vote for parties. Figures 4.3 addilfustrate the interaction effect. They
show that the punishment or the reward effect fmregnment or opposition parties is
stronger in a high clarity context (Figure 4.3) amelaker in the low clarity one (Figure
4.4), the finding that confirms previous researfebwell and Whitten, 1993; Whitten and
Palmer, 1999; Van Der Brug, Van Der Eijk, and Mé&ranklin, 2007). In a low clarity
context, government parties do not seem to galosa from the change in GDP growth

rate.

the average for all 67 cases included in the rebeamrlues below zero represent cases
that are worse than average
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8.

Table 4.2. Baseline Models of Economic Voting

Model A Model B Model C
Replication Clarity of Responsibility Party Novelty
Coef. Robust SE Coef. Robust SE Coef. ngUSt

Government party 0.125***  (0.039) 0.448*** (0.058) 0.761**  (0.071)
GDP growth -0.024***  (0.007) -0.129***  (0.017) -D55***  (0.020)
Government party * GDP growth 0.050***  (0.005) 0o (0.007) 0.099***  (0.013)
Clarity of responsibility -0.060* (0.021) -0.246 (0.024)
Government party * Clarity of responsibility 183***  (0.019) -0.134***  (0.021)
Clarity of responsibility*GDP growth 0.025*** (007) 0.025***  (0.004)
Government party * Clarity of e

responsibility*GDP growth -0.008 (0.003) 0.004 (0.003)
Party novelty 0.502***  (0.031)
Government party * Party novelty -0.641** (B5)
Party novelty *GDP growth 0.071**  (0.008)
Government party * Party novelty*GDP 0078 (0.011)

growth
Constant 2.341**  (0.216) 2.566*** (0.211) 2.721* (0.240)
Adjusted R sq 0.420 0.420 0.445
N 126246 126246 88411

**k n20.001, **p<0.01, *p<0.05

Notes: Dependent variableRespondent’s propensity to vote for a given pa&tyuntry and year dummies as well as other control
variables are included in the models but not reqab(see Appendix B, Table B.2. for the full tablBPP growth is centered around

its mean.
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Finally, Model C builds on Model B and tests thenditional effect of party
novelty on voters’ propensity to vote for governmearties given varying economic
environments (Table 4.2, Model C). This is a namedel as party novelty here is
measured with a binary variable in which “0” medinat there was no change of party
attributes (name, leader, and program) or partamggtion (mergers, splints, etc), and
“1” means that there was a change of one or mi@ments of party attribute or party
structure dimensions.

Results show that party novelty matters, as theetlway interaction between
party government status, party novelty, and thenghaf GDP growth rate is statistically
significant. This supports the first and the maaitva hypothesis (H1) that party novelty
matters in general terms. However, Figure 4.5 shthas the effect does not have a
uniform magnitude. Those government parties thae hreot changed themselves in any
way improve their popularity with the samate as government parties that changed
themselves. At the same time, changed governmemiegeon average have lower
popularity than unchanged ones. One can suspéadhibaffect could stem from the fact
that changed parties are aware of their low populéor its prospects) and attempt to
alter their luck by changing. However, the discdss®dels take this possibility into
account, at least to some extent. Given the depéndeiable is voters’ self declared
propensity to vote for each of the parties, thelusion of the variable indicating
respondents’ vote in the previous national elestishould control for some of this
endogenous effect.

Voters’ propensity to vote for opposition parties, the other hand, tends to be

affected by party novelty in a more profound wayppOsition parties that changed
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themselves lose support at a slower rate when ¢bheoeny improves than opposition
parties that did not change themselves. HoweveFigare 4.5, the plunging slope for
opposition parties that have no novelty might berstated. The reason is that there are
very few opposition parties that do not change. l&/tithis data deficiency may
exaggerate the magnitude of the effect, the stalsgtignificance of the effect is robust.
Moreover, from Figure 4.5 (Model C) it is apparetitat the effect of party

novelty diminishes with a worsening economy. Timslihg supports hypothesis H5.
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Thus, while in the previous chapter | looked inte tauses of party novelty, in
this chapter | focused on its effects. | suggested showed that party novelty has a
moderating effect on the economic voting modelsti-using the data from the European
Electoral Study, | replicated the baseline modeécdnomic voting in accordance with
the existing literature. The results confirmed #xpectations. Government parties gain
popularity from improving economy and lose it whenonomy deteriorates, while
opposition parties lose from improving economy gath when it goes down. Moreover,
this effect was found to be stronger in a highittazontext and weaker in a low clarity
one.

Secondly, | demonstrated that party novelty matiarggeneral terms, when
measured in a naive, novelty/no novelty fashiorar@ed government parties on average
have lower popularity than unchanged ones. At thAmes time, when economy is
improving, the rate with which popularity increasiss the same for changed and
unchanged government parties. Opposition partissdhanged themselves lose support
at a slower rate when the economy improves thawoppn parties that did not change
themselves. Moreover, the effect of party noveltgidishes with a worsening economy.

The consequences of these results are quite ititeye$hey tell us that the party
change, in its broadest meaning, evens out thetefifiethe economy on popularity of
opposition and government parties.niay mean that government parties cannot trick
voters by changing in some way in deterioratingneocoy. Or, to the same point,ritay
mean that voters simply do not believe in the gesness of government party change. It
also signals that voters care about changes wigbjposition parties. The type of change
may matter — is it a superficial change of name, deg@pegram changes, or sweeping
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structural changes. The next chapter will test sofmthese possibilities and explore the

effect of party novelty in depth.
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CHAPTER 5
PARTY NOVELTY EFFECT EXPLORED: PARTY NOVELTY CATEGRIES

AND THE TIMING OF CHANGE

While the previous chapter shows that party novelagters in general terms, this
chapter elaborates on the ways it matters. It atrisarning more about the effect party
novelty has on the economic voting model in twoeasq First, | use specific categories
of party novelty, as independent variables, towkat kind of changes matter the most.
In addition, I look into whether and how the timiafparty change matters.

The effect of structural and attribute change

As was previously discussed, party novelty includesious kinds of party
change. They can be divided into two groups: thengk of party attribute and the
change of party structure. The party attribute grancludes changes of party name,
leader, and program. The party structure groupudes such categories as joining
electoral coalition, abandoning electoral coalitfierpanding by merger, suffering a split,
and forming anew from several sources — a mergeaplia a dissolution, and from
scratch. These types of changes are expectedeitt afonomic voting.

First, let us consider change of party attributsme changes are more visible,
but superficial, such as change of name, whilersthee rather deep and consequential,
but not visible to voters, such as change of pargnifesto. Change of party leader
theoretically should be somewhere in the middlecei some parties are more
personalized than others. So, the question isotlers react more to visible party changes
or consequential ones?
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On the one hand, voters may react only to visiblenges. Visibility of a certain
change is mostly defined by the accessibility ébrimation about it. The change of party
name is the most overt event, unless the entirgy fmand is based on a prominent
personality of its leader. Name is the first pie¢enformation that voters learn about a
party. It is likely to be the only knowledge thegtggiven that most of voters are
generally disinterested in politics and are natliykto read more comprehensive material
on the internal organization and the manifesto given party. This expectation comes
from a large body of research in political behastarting from Converse (1964), who
established the absence of political knowledge asiowoters, to Bartels (1996), who
guestioned voters’ ability to use available infotimaal shortcuts to substitute for the
lack of substantial knowledge.

Thus, by this logic, the change of party name dhdave a greater conditional
effect than the change of party leader or progréine change of party leader, however,
may compete with the change of party name in casitwith personalized, leader-
oriented politics, such as in Eastern European deswtes. Finally, since party program
is the least accessible and least visible inforomaibout a party, it should not have a
conditional effect on economic voting, or its etfesbould be relatively minor.

On the other hand, voters may react to more comse@l party change, such as
change of party program, rather than to a visilold auperficial one. There is a large
body of literature showing that voters are capalleorting out political reality with help
of various cues they get from mass media, integestips, and other sources (Popkin,
1991; Sniderman, Brody and Tetlock, 1991; Lupia4t9Rahn, 1993). In this view,

voters are fairly equipped to make voting decisiontine with their preferences. Thus,
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voters may learn about the change of party progthemmost consequential change of
the three, regardless of whether they read padffels or tuned to other shortcuts of
getting this information. In this case, we showdé & stronger conditional effect from the
change of party program than from the change dofypaame. Again, change of party
leader should be somewhere in the middle.

Thus, based on the above discussion, we have twaathuexclusive hypotheses.
The first one states that party changes that a@rearsequential but visible to voters will
have the conditioning effect on the punishment/rewaechanism (H1). The second one
states that party changes that are not visibletusequential will have the conditioning
effect on punishment/reward mechanism (H2) (Tablg.5This chapter will test which

one of these two competing hypotheses hold.

Table 5.1. The expected effect of visible changss thie expected effect of

consequential changes

Visibility of change

Not visible Visible

Not consequential Change of name

e of

A

Depth of change

Consequential
Change of manifesto

Note: The thickness of the arrows depict the sfzb® effect
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Now that we set the expectations about party atiilchange, let us turn to
setting theoretical expectations regarding theceff# structural changes. Structural
changes alter party’s identity by tossing up thegland by altering party attributes. This
alteration of party identity should break the limktween the current party and the party it
was previously based on. If this mechanism is atcel we should see structurally
changedyovernmenparties rewarded less than unchanged ones ind emmomy, and
punished less in a bad economy. This is hypotit¢3iand it is depicted in Figure 5.1.

New oppositionparties, however, could be the agents of new dppiies and
new hopes. Thus, hypothesis H4 states that whemoaty deteriorates, voters might be
more interested in new actors, as some oppositoties might have participated in the
previous governments and showed their inabilitymdprove the situation in a country

(Tavits, 2008). This expectation regarding oppositarties is shown in Figure 5.2.
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Figure 5.1. Hypothetical effect of structure changevoters’ propensity to vote

for opposition parties (Hypothesis H3)

PTV
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Figure 5.2 Hypothetical effect of structure changevoters’ propensity to vote

for opposition parties (Hypothedi)
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Now, let us turn to testing all the hypothesesulsed above. First, | will assess
the hypotheses that refer to party attributes a&stl the “visible versus consequential
change” argument. We return to our economic mogdetsi in the previous chapter. This
time, instead of using a catch all variable “pamgvelty”, | will use dichotomous
variables indicating whether a given party has gedrone or another attribute.

The results are shown in Table 5.2. The first maggdlores the effect of the
name change. In general terms, it tells us thagwamage, changing name is not a good
strategy for any party. But most importantly, i® thnding that the triple interaction
between the name change dummy, party governmednsstnd the state of the economy
is not statistically significant. It means that rdnes no difference between parties that
changed their name and did not, given a party’'anmmency status in various economic
circumstances. Thus the model failed to suppopothesis H1 and, at the same time,
confirmed hypothesis H2.

The other two models in Table 5.2 show statistycsigjnificant triple interactions
with attribute dummies. The coefficients are grapheFigure 5.3 (the top two graphs).
The graphs show that the change of opposition padger, and, even more so, the
change of party program tends to increase oppaspiarty popularity in improving
economic conditions, when government parties ugtaile the upper hand.

As far as government parties are concerned, tlemoisubstantial difference

between parties that have changed their leadettendnes that have not (even though
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the difference is statistically significafft) Government parties that change their program,
however, tend to do better when economy improvas the parties that have not.

Thus, the results show that the conditional effeficthe name change was not
statistically significant, the conditional effect the leader change was significant but
marginal, and the conditional effect of the progrelnange was significant and evident
when graphed. This finding supports hypothesis M@ters are more responsive to
consequential and deep changes of party attrilagespposed to visible and superficial
ones. The most visible and the least consequestiaiges do not full voters. This is an
optimistic finding since it shows that voters aapable of holding parties accountable on
the basis of deep consequential changes rathewisile and superficial ones.

Now, let us move on to the second dimension ofypaot/elty — change of party
structure (hypotheses H3 and H4). In order to asge<ffect, | ran the same regression
models shown above, using structural change dummstsad of the attribute change
ones. Tables 5.3 and 5.4 report the results frgit eegression models corresponding to

the eight categories of structural change withirips.

0 The significance of party leader change needs rtbeation. It is interesting in
the light of the recent research pointing to thereased role individual politicians play in
the European electoral scene. For instance, Cuaike Holmberg (2005) show that
individual politicians influence the choices madg \oters more than was expected.
Also, Kaase (1994) and Rahat and Sheafer (200R)ideahe evidence of politicians
gaining importance in media coverage of politiasally, the recent conference paper by
Renwick and Pilet (2011) shows the increasing peszation of electoral systems in
Europe. It could be hypothesized that the effecthef party leader change differs for
Eastern or Southern Europe (where politics tenddegomore personalized) and for
Western Europe. Separate analysis indicates tbhtdimg region in the model does not
make any real difference. Most importantly, therfaay interaction between region,
party government status, GDP change, and the clafnmmty leader was not statistically
significant.
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Out of eight models that include interactions wiitle change of party structure
four have statistically significant conditional @ft on voters’ propensity to vote. The
conditional effects in two of those four models reaelated to parties emerged anew
from a split and the other related to parties emgr§rom scratch — are especially
pronounced. Those two models are graphed in Figdréoottom two graphs).

First, let us focus on government parties. Hypathdd3 states that the
punishment/reward mechanism should be muted forpeaties. The bottom two graphs
in Figure 5.3 do not support this hypothesis. Votezact the same way to splinter
government parties as to unchanged governmenepdttie slopes for both are the same

in the bottom left graph).
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Table 5.2. The effect of the Attribute change iatihes (hame, leader, program) on economic votirggnBmy is

measured with GDP growth

Change of Change of Change of
name leader program
Robust Robust Robust
Coef. SE Coef. SE Coef. SE
Government party 0.371*** (0.059) 0.563** (0.062) 0.461*** (0.063)
GDP growth -0.139***  (0.017) -0.148**  (0.017) A25***  (0.018)
Government party * GDP growth 0.046** (0.007) o3**  (0.008) 0.037** (0.009)

Party changed name

Government party*party changed
name

Party changed name*GDP

Government party*Party changed
name*GDP

Party changed leader

Government party*party changed
leader

Party changed leaderGDP

Government party*Party changed
leader*GDP

Party changed program

Government party*party changed
program

Party changed program*GDP

Government party*Party changed
program*GDP

-0.483** (0.025)
0.374** (0.082)
-0.026** (0.006)
0.012 (0.012)

0.346%* (0.019)
-0.331* (0.037)
0.015%* (0.004)
-0.021** (0.006)

0.195%* (0.025)
-0.073  (0.044)
0.032%*  (0.005)

-0.02**

(0.007)

Notes: 1) *** p<0.001, **p<0.01, *p<0.05; 2) Caotry and year dummies as well as other controkdes are included in the
models but not reported (see the full table in Aujye B, Table B.3.); 3) Most important issues &1dP growth were centered
around their means
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*1 See graphs for other models in Appendix C, Figrds and C.2.
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Moreover, new government parties that emerged fsgnatch are rewarded as
economy improves and punished as economy detastatthe grater degree than the
other government parties (the slope for start upeganent parties is steeper than for
unchanged government parties in the bottom riglplyf?. In other words, voters
attribute economic improvements and economic faduo the new actors more than the
old ones. As was already stated, this contradigfsotmesis H3, which assumes the
existence of democratic accountability.

Second, let us move on to opposition parties asesasthe hypothesis H4. As was
expected, new opposition parties tend to gain ritmaa unchanged ones when economy
is bad — the slopes for splinter and start up opipasparties are steeper than for the
structurally unchanged parties (two bottom graphsFgure 5.3). This supports
hypothesis H4 and goes along the argument put fdnlvg Tavits (2008) regarding the
advantage new opposition parties have over the@oés — they have not participated in
the previous governments and, thus, have no rexfdadling in running a country.

To sum up findings from this section, as far asdhange of party attributes are
concerned, voters hold parties accountable on #sés lof deep consequential changes
rather than visible and superficial ones (H1 and. INreover, analysis of the change of
party structure showed that new opposition patieage a greater chance of getting votes
in deteriorating economy than the structurally éht@pposition parties (H4). On the flip
side, | found that voters hold new government paréiccountable for bad economy to the

greater degree than structurally unchanged ones.

2 Government start up party is the phenomena tisattesl from the fact that a party
emerged between the EU parliamentary election lamaational election, consequently
winning some seats in the latter. Thus, in thigcagarty is recorded as both a new
party and a government party.
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Table 5.3. The effect of the Structural changedattirs on economic voting, Economy is measured @i growth

Abandoned
List

Joined list

Expanded
by merger

Suffered a
split

Coef.

Robust

SE Coef.

Robust
S.E.

Coef.

Robust
S.E.

Robust
SE Coef.

0.449***
-0.129%**
0.077***
Dropped

Government party

GDP growth

Government party * GDP growth
Abandoned list

(0.058)
(0.017)
(0.007)

0.448*+*
-0.128***

0*68

(0.058) 0.446%
-QBI***
0.076***

(0.017)

(0.007)

0.465%*
-0.125%+*
0.074***

(0.059)
(0.017)
(0.007)

(0.058)
(0.017)
(0.007)

Government party * Abandoned list
Abandoned list* GDP growth
Government party * Abandoned list*

Dropped
0.031

Dropped

(0.028)

GDP growth
Joined list
Government party * Joined list
Joined list* GDP growth
Government party * Joined list* GDP
growth
Expanded by merger
Government party * Expanded by merger
Expanded by merger * GDP growth
Government party * Expanded by merger
* GDP growth
Suffered a split
Government party * Suffered a split
Suffered a split * GDP growth
Government party * Suffered a split *
GDP growth

0.027
0.123
0.057

-0.061

(0.23)
(0.27)
(0.045)

(0.046)

-0.339%*  (0.066)
0.025 .096)
-0.034%* (0790

0.015 (0.012)

0.193**  (0.043)
-0.21*0.1(15)
-0.006  (0.006)

-0.054*  (0.019)

Notes: 1) *** p<0.001, **p<0.01, *p<0.05

2) Country and year dummies as well as other obu#rriables are included in the models but nobregul (see the full

table in Appendix B, Table B.4.)

3) Most important issues and GDP growth were cedtaround their means
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Table 5.4. The effect of the Structural changedattirs (new party formations) on economic votingpriitomy is measured

with GDP growth

New from
Merger

New from
Split

New from

Dissolution Start up

Coef.

Robust
S.E.

Robust
S.E.

Robust Robust

oef. Coef. Coef.

S.E. S.E.

Government party

GDP growth

Government party * GDP growth
New from merger

Government party * New from merger
New from merger * GDP growth
Government party * New from merger *
GDP growth

New from split

Government party * New from split
New from split * GDP growth
Government party * New from split *
GDP growth

New from dissolution

Government party * New from
dissolution

New from dissolution * GDP growth
Government party * New from
dissolution * GDP growth

Start up

Government party * Start up

Start up * GDP growth

Government party * Start up* GDP
growth

0.441**
-0.132%**
0.082***
-0.144***

0.11

0.021*
-0.06***

(0.058)
(0.017)
(0.007)
(0.042)
(0.097)
(0.007)

(0.014)

0.438
-0.137**
037

Iog*
-0.4%*
0.074*+*

(0.059)
(0.017)
(0.007)

0.454***
-0.139%**
0.064*+*

(0.058)
(0.017)
(0.007)

(0.058)
(0.017)
(0.007)

-0.303***
0.622
-0.071%*

0.072*

(0.045)
(0.343)
(0.008)

(0.03)
-0.72%**

Dropped
0.09***

Dropped

(0.063)

(0.

-0.704%***
Dropped
-0.046***

0.111***

(0.088)

(0.009)
(0.013)

Notes: 1) *** p<0.001, **p<0.01, *p<0.05; 2) Cotrg and year dummies as well as other control egare included in
the models but not reported (see the full tabléppendix B, Table B.5.); 3) Most important issaesl GDP growth were

centered around their means



The effect of timing of change

The effect of party novelty can be explored evathtr. In this section | suggest,
that the timing or the “recency” of change is amottimension of party novelty.

The right timing of change within a given electo@licle may make a big
difference in party popularity. Consider a situatio which the economy deteriorates and
opposition parties anticipate gaining populariterél Slovak opposition party “Slobodne
forum” (SF) serves as an example. In 2004-2009 Ett@al cycle the economic growth
was at -4.7 percent. As an opposition party, SHesgd to gain votes. However, it lost
2.62 percentage points instead, losing its voteesham 3.25 to 1.57 percent. At the
beginning of the electoral cycle, in October 20@4nost four years before the 2009 EU
elections the party underwent a split: lvan Simké the party and founded a new
political party named “Misia 21”. Would party fark at the ballot box change if the
defection happened right before the election?

Now, bare this question in mind and consider amo#iiation in which the
economy of the country goes well. Government partexpect to improve their
popularity, while opposition parties struggle tointain it. A good example is the 1994-
1999 EU electoral cycle in France. The GDP growth1D98, the year before the
elections was at 3.2 percent. “Parti Socialiste3)(Was an incumbent party hoping to
gain votes. And it did by joining forces with anetlgovernment party “Mouvement des
Radicaux de Gauche” (MRG) two months before thetigles. In 1999 EU parliamentary
elections the joined list got 21.95 percent of gote the previous EU elections PS and

MRG ran separately and got 14.49 and 12.3 perespectively. Given a solid economic
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growth and the combined vote shares of both pairti¢se previous election, the joined
list had limited electoral success. Here, the qoess: could the joined list have gained
more votes if it was formed earlier than two monllefore the elections? This section
attempts to answer questions like this one andtieeasked in the previous example.

Many scholars consider voters to have a short-teremory (Kramer, 1971;
Paldam, 1991). From this point of view, for instanshort-term economic changes are
believed to be more consequential. But what caexpect from the short-term and long-
term changes within parties? If we assume the 4bort memory effect, recent party
changes should have greater effect on voters'ngifiess to punish or reward the party.
Voters usually remember the last event as the migsificant. If the last event is the
change within a party then the effect of the cogateconomy should be mitigated.

Specifically, we should expect that when economygasd, parties that change
immediately before the election should do worsea tharties that change long before the
election or do not change at all (H5). On the otieard, when economy goes bad, parties
that change immediately before the election shdolBetter than parties that change long
before the election or do not change at all (H6).

In order to test these hypotheses | constructiablarmeasuring timing of change
in terms of the number of months, past from theetioh change to the election. This
measure can tell to what degree a party is “newbioa type of change or another. The
closer the change to the date of the electionntwer it is, the greater is the degree of
novelty for that given party. To standardize thi®asure | create a ratio variable
representing the timing of change in relation te #U electoral cycle. It equals the

number of months from the date when the changerwetio the date of the following
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EU elections divided by the length of the EU elestocycle (measured in months
between the two EU parliamentary elections). Thius a continuous ratio variable in
which 0 represents the change that happened imtabdisefore the current EU elections
and 1 represents the change at the time when shé&l election occurred. Parties that
stayed intact with no recorded change were assignealue of 1. The fact that parties
that have not changed are essentially equatedpattiies that changed at the beginning
of the electoral cycle highlights one of the manedretical assumptions made in this
paper: party novelty is a quality that party acgsiwithin one electoral cycle. Recall, as
was discussed in Chapter 4, once a party partespatan election, its novelty is reset to
zero.

To assess the effect of timing, | use the sameessgpn models used in the
previous section of this Chapter. This time, howgevestead of a dummy variable
indicating party change | use a ratio continuousalde measuring the timing of change.

| estimate only three models testing the condiliceféect of the party name
change, leader change, and structural change. madlanclude the change of party
program in the analysis, as the data on the tirafirogram change is unavailable.

The first model, testing the effect of party nanharmge, shows that, on average,
the further in the past within the EU electoral leythe name change is, the greater the
voters’ propensity to vote for that party (Tablg,5Vodel F). However, regression results
do not show significant triple interaction betweqearty incumbency, the timing of party
name change and the change of GDP. This meangdakatnment parties that change
their name are still not able to escape the purgsitrat the ballot box when the economy

goes down.
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Table 5.5 The effect of timing of change on Ecomovoting (within EU electoral

cycle)

DV: Respondent’s Propensity to Vote for a
Given Party

Party name  Party leader  Structural
change change change
Government party 0.837626* 0.157564* 0.748358***
(0.344428) (0.06267) (0.082961)
GDP growth -0.08100***  -0.13453***  -0.17486***
(0.020563) (0.017339) (0.0179)
Government party * -0.06419 0.042636***  0.088087**
GDP growth (0.053204) (0.007937) (0.008395)
Timing of party name change 0.804475***
(0.052986)
Government party * -0.34283
Timing of party name change (0.342278)
Timing of party name change -0.04584***
*GDP growth (0.01051)
Government party * Timing of 0.090243
party name change *GDP growth (0.053366)
Timing of party leader change -0.43732***
(0.023314)
Government party * 0.397046***
Timing of party leader change (0.044721)
Timing of party leader change -0.01598***
*GDP growth (0.004672)
Government party * Timing of 0.034304***
party leader change *GDP growth (0.007795)

Timing of structural change

0.395331***

(0.02951)

Government party * -0.32635***
Timing of structural change (0.059841)
Timing of structural change 0.047104***
*GDP growth (0.004668)
Government party * Timing of -0.02274**
structural change *GDP growth (0.008628)
Constant 1.636325***  2.436465***  1.927742***

(0.223877) (0.213425) (0.217428)
R sq ad] 0.431111 0.429556 0.423436

Notes: 1) *** p<0.001, **p<0.01, *p<0.05; 2) Countand year dummies as well as
other control variables are included in the modeisnot reported; 3) Most important
issues and GDP growth were centered around th@nsne
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The timing of party leader change has more sigaifi@and robust effect on
voters’ propensity to vote than the change of paamye (Table 5.4, Model G). The effect
of timing on its own shows that the more remotéimithe EU electoral cycle the change
is, the lower the voters’ propensity to vote foattparty.

And, finally, the timing of structural change affewoters’ propensity to vote for
parties at the statistically significant level (Te&b.4, Model H). It shows that the further
in the past the structural change occurs, the gréla¢ voters’ propensity to vote for that
party. The triple interaction in this model is &hatally significant when using either
GDP change or unemployment f&teFigure 5.4 shows a very clear distinction of the
timing effect in good versus bad economy. Duringélconomic growth, the more remote
in the past the structural change within a parfythe greater the voters’ propensity to
vote for that party. When the economy deteriorates effect is the opposite: a party will
do much better if it changes its structure immelyalbefore the elections. These findings
support hypotheses H5 and H6. The effect of stratithange, however, is nearly the
same for both government and opposition parties.

So, coming back to our examples, Slovak opposiparty “Slobodne forum”
(SF) would have gained more votes in deterioragiognomy if the split happened closer
to the EU elections. On the other hand, Frenchraik between two government parties —
“Parti Socialiste” (PS) and “Mouvement des RadicdexGauche” (MRG) — would have
been more successful if they joined forces eattian two month ahead of the elections

(see the hypothetical placement of both examplésguare 5.4).

3 Models using unemployment rate are not shown.
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Figure 5.4. The effect of the timing of structuchbnge on voters’ propensity to

vote for parties (Model H)

Note: The placement of parties on the graph is thgiaal.
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Now, we are going to focus on the EU electoral eytilis important to note that
the timing variable was calculated based on theelddtoral cycle without taking into
account national elections. Since most of the EUnber states have national election
cycles not coinciding with the EU ones, it is evitléhat some of the changes parties
underwent fall within the period between the pregicEU election and the national
election. Thus, these party changes might not lefaevoters at the time of the next EU
elections. Good examples of such cases are theidrntan party Tautos prisikmo
partija (National Resurrection Party) in 2009 Eldatibns and the Italian party Forza
Italia in in 1994 EU elections. The latter was fexdrby Berlusconi on January 18, 1994.
Then, as a result of the Italian national electiondMarch 27, 1994, Forza Italia became
a government party and a few months later partiegbén the EU elections on June 12,
1994.

In order to control for such disturbance, modet¢eli in Table 5.4 were re-run
with the altered timing variable that records opfrty changes that occurred within the
period between national parliamentary elections t&d following EU elections. The
resulting coefficients maintain the signs and stathl significance seen in the original
model$*. This confirms the robustness of the results shiovifable 5.4.

Conclusion
In this chapter | accessed the conditional effégbasty novelty on votes’ party

preferences in two aspects: types of party chamgetiing of change. Both aspects

44 The models are not shown.
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reveal the extent to which voters hold parties aotable in given economic
circumstances.

All in all, the findings presented in this secti@upport the existence of
democratic accountability. As far as the changeanty attributes are concerned, voters
hold parties accountable on the basis of deep qoesgial changes rather than visible
and superficial ones (H1 and H2). Moreover, analydithe change of party structure
showed that new opposition parties have a greagarae of getting votes in deteriorating
economy than the structurally intact oppositiontipar(H4). This finding points at the
existence of democratic accountability, as it cdagda sign of a second order punishment
effect — when opposition parties might be punisfadtheir failures in the previous
governments. On the flip side, the finding thateve hold new government parties
accountable for bad economy to the greater debeesedtructurally unchanged ones does
not support democratic accountability argument. @t, least, the link is not
straightforward. Perhaps, voters attribute govemtni@lures to the lack of experience
and expertise new parties bring to the government.

In terms of the timing of change, we learned thatagy would do better if it
changes its name at the beginning of the electyele. The trend is opposite when
considering the change of leader. A party wouldéter off if it changes its leader right
before the election.

Finally, it was found that during good economicésna party would do much
better if it changed its structure as far remotetha past as possible within a given
electoral cycle. On the other side, during bad eoun times, a party would do much

better if it changed its structure immediately befthe elections. In other words, while

105



democratic accountability exists, a party can aftee extent of punishment effect by

choosing the right timing of change.
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CHAPTER 6

CONCLUSION

This study has explored the concept of party ngvaitd its effects on voter’s
party preferences. We have seen that party noeatlybe measured. We also have seen
that party novelty varies in understandable wagsh&s most importantly, party novelty
matters. It moderates economic voting, and thiscefdliffers across types of changes and
the timing of change.

In particular, | have done the following. | definpdrty novelty as the degree of
change within a party in terms of its structure atidibutes during an electoral cycle. |
differentiated changes of party attributes, i.eg thange of party name, leader, and
program, from the changes of party structure, jomjng electoral coalition, abandoning
electoral coalition, expanding by merger, suffermgplit, and forming anew from a
merger, a split, a dissolution, and scratch. Thémghlighted the empirical relevance of
party novelty by exploring its variation acrossegmf changes.

| established that in more than 80 percent of cpsetses changed themselves in
some ways to some degree. This is interesting anubritant. But, what explains the
variation in party novelty? Does the variation teg? That is, does it affect voters’ party
preferences? These questions were explored irhitte fourth and fifth chapters of this
dissertation.

We learned that parties are most likely to charlggr tnames and programs,
abandon their electoral lists, and emerge anew feorsplit in democracies with

presidential form of government. In addition, irupg democracies, one is more likely to
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encounter a start-up party and a party that is reckge by a merger or a defection from
other party. Moreover, | found that economic capndg affect party novelty.
Specifically, a bad (good) economy makes partieger{less) likely to change. The same
is not true for party names and leaders, whichus&fected by economic conditions.
Furthermore, the patterns do not hold equally fioparties. Government parties are more
likely to respond to changing economic conditiofi$us is as one would expect given the
electoral connection between the economy and gowemnh parties political prospects.
That is, government parties have an interest imging to avoid responsibility in the
face of poor economic conditions and electorallation.

Structural changes are more common in Eastern Eufidps finding fits with the
general view of Eastern European party systems @ mhynamic, in which splits or
mergers are more common (Kreuzer and Pettai, 2B08h, 2003; Sikk, 2005). At the
same time, Western European parties changed mameBastern European ones in terms
of their attributes, especially the program andlégaThese regional differences do not
necessarily mean that Western European states stuses dynamism in changing party
attributes. It could be the case that Eastern Eaaoarties simply do not survive the
change of leaders or severe changes in prograsiatetjrating instead. This would fit
with the claims that Eastern European politics mrenpersonalized (White et al 2007).
Party appeal is often tied to a certain person, alko serves as a party leader almost by
default. In this case, the change of leader wolldke up party structure or even
endanger party existence. Western European pariesthe other hand, are less

vulnerable. When party leader or program chandesy tare more likely to remain
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structurally intact. The change of leader is lelsaroad hoc event for Western European
parties and is much more common.

Party novelty influences voters’ propensities tdevdor particular parties. In
general terms, | showed that party novelty condgigoters’ support for government and
opposition parties given various economic condgioGhanged government parties, on
average, have lower popularity than unchanged dmesontrast, changed opposition
parties, on average, have higher support than mgethones. The magnitudes of these
two effects are greater in a good economy thandetariorating one.

The effect of party novelty varies across the typieshange. Voters hold parties
accountable on the basis of deep consequentialgesarsuch as the change of party
leader and, even more so, the change of party amagrather than visible and superficial
ones, such as the change of party name. In othelswaeoters are more likely to punish a
government party for the mismanagement of the aognainless the party changes its
leader or makes substantial changes to its progkéomeover, analysis of the change of
party structure showed that new opposition patieage a greater chance of getting votes
in a deteriorating economy than the structurallyach opposition parties. Also, voters
hold new government parties accountable for a lwasha@my to a greater degree than
structurally unchanged ones.

Timing also matters. The effect of the timing oftganovelty acquisition is nearly
the same for government and for opposition partiésen the economy is improving, all
elsebeingequal, the earlier in the electoral cycle a pactyudres its novelty the greater is

the voters’ propensity to vote for that party. lwkee, when the economy is deteriorating,
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the closer to the elections a party acquires itgelyp the greater is voters’ propensity to
vote for that party.

It is useful to explore the implications for patighavior in greater detail. First,
consider a government party when the economy isawpg. Here, leaders should not
attempt to innovate, as this will tend to dimini8teir electoral prospects. The only
change that may improve a government party’s elachock is altering its program.

As far as the structural changes are concernedctiag from a government party
and forming a new party from a splinter faction,emreconomy improves, is not likely to
deliver electoral gains to either of the two patik the split is unavoidable, it should be
done early in the electoral cycle to give votermedime to recognize and associate a
splinter party with the government and the econamjzrovements in the country.

Moreover, a genuinely new party that managed targetthe government at the
national elections is likely to get lower supponah more experienced government
parties. This effect is true regardless of the sizhe new party.

Second, consider a government party that is faamgeconomic crisis. In this
circumstance, there may be a strong inclinatiorptoty elites to change. The benefit of
doing so is limited, however. That is, only changeparty program matter and only by
comparison with other government parties that dachange their programs.

Moreover, during the economic crisis some factiohgovernment parties may
want to defect, following internal disagreementowbthe mismanagement of the
economy. The research shows that the resulting s@imter parties have a greater
popularity than their mother-parties, especiallthié split happens close to the elections.

Genuinely new parties that managed to get intogtheernment at the national elections
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are likely to be hit the most by the economic dadinbut of all other parties in
government.

Third, let us now turn to an opposition party igrawing economy. Such a party
has a strong incentive to try to innovate. Othsewit will have lower chances of getting
voters’ preference. Not all transformations wilveahe same effect, however. The best
way to improve the party popularity is to change thadership and, even more so, to
alter the program. Mere change of name will notehany affect — voters do not react to
such superficial change.

Moreover, if there is a disagreement with an oppmsparty, some members may
form a fraction and defect. Such a split shouldbaided. A splinter party will have even
lower chances to gain votes after splitting. Sirhjlaa brand new opposition party,
formed when economy is improving, will do worse rthather opposition parties and
much worse than government parties. In terms oftitheng of formation, the closer to
the elections the party is formed (a splinter dirand new one) the less support it will
get.

Finally, we take an opposition party in bad ecorotimes. For this party, party
innovation is a good thing. The greater the ecorodawnturn, however, the less the
benefit from change. Forming a splinter or a braeev party, when the economy is
down, should be done as close to the electionsoasilge. This will increase an
opposition party’s chance of getting a greatertelat support. Other structural changes
(e.g. mergers, forming or quitting electoral altas), on average, do not seem to be
determinant in increasing or decreasing opposjtiny popularity in changing economic

conditions.
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The consequences of these findings are quite sttege The research shows that
voters are quite sophisticated, as they hold mamriecountable on the basis of deep
consequential changes, rather than visible andricipé ones. Having said that, the
research shows that party policy stance is notothlg party characteristic on which
voters base their preferences. The change of atldnwparty organization also matters
for estimating party support among voters. Up tav,neconomic voting models used only
party incumbency, ideology, and party size to aotdar party level effects on voters’
party support. Party novelty draws attention taypaehavioras an important predictor
of electoral behavior.

Future research

By highlighting party novelty as an important ptdr of voters’ party
preferences, this study attempted to bring twad§iedf political research together — the
one that is focused on party development and andte is focused on political
behavior. Yet, a lot of questions are still lefeagfor both bodies of literature.

First, it is imperative to better understand whegtlains party novelty. The party
development literature offers a number of possétplanations to test. Some of the
proposed explanations have not been tested irstilnily. Mainstream party tactics gained
recent attention revitalizing the spatial theory p#rty formation and representation.
Mainstream party tactics variable is measured bseobng left-right score of the two
major parties — one from the left spectrum and farofrom the right spectrum. Then, it
is determined if the mainstream parties supporteel af the three tactics — dismissal,
accommodation or adversary — on a certain issue.alteration of issue stances by the

mainstream parties was found to affect the fornrmatibnew parties and to facilitate party
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switching (Tavits, 2006, 2008; Kreuzer and Pef809). This explanation was not tested
in this study due to the lack of data. It shoull diven more attention in the future
research.

Also, future studies should explore the possibiligf more efficient
operationalization of party novelty as a categdoriaiable rather than as a series of
dichotomous ones. This will involve creating andaraf party novelty. One of the ways
of doing it is to measure party novelty per eaclerudar year instead of per electoral
cycle. Then, one can derive an index across thesysaresponding to each electoral
cycle. In this way, party novelty can be measumdstudies using either national or EU
elections. Indexing party novelty in such way wilbke it a more versatile measure of
party change and will allow scholars to examinecasises and effects in a variety of
contexts.

Second, literature on political behavior opens opspbilities for future research
on the effects of party novelty. This paper makesaasumption that voters are not
sophisticated — that is, they base their judgmeht on the most visible changes and do
not have in-depth knowledge of the political depeh@nts. Future research should relax
this assumption and see if the effect of party hgvend its elements is the same for
knowledgeable and ignorant voters. And, finaltywould be valuable to examine the
effect of party novelty on other aspects of accahitity besides the economy, such as,
policy representation.

Thus, this study showed that party novelty existaries, and matters. It
contributes into our understanding of party chamgel how it affects democratic

accountability in a broad sense. But the reseaods ot stop here. Party novelty needs
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more exploration. In the meantime, we know that wberties do can matter to what

voters do on Election Day.
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APPENDIX A

DISTRIBUTION OF PARTY NOVELTY

Start up
(14 cases)
' ) 0.3%
New from dissolution (1 case)
New from split i (]

New from merger

Structural change

Suffered a split

Expanded by merger or
defections from other

Joined electoral list

Abandoned
electoral list

Intact

No Program Leader Leaderand Name Name and Name and Name,
change only only Program only  Program Leader Leader, and
Program

Attribute change (the change of...)

Figure A.1. Distribution of Party Novelty Along tAevo Continuums: Structural Change
and Attribute Changegvith Imputed Missing Values)

Note: Total number of cases is 502. The followingsimg data was imputed:

177 parties have missing data on program changpai@s have missing data on leader

change, and 15 parties have missing data on naamgel{some parties have missing

data on all three attributes)
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APPENDIX B

MODELS OF PARTY NOVELTY AND ECONOMIC VOTING (COMPLEE TABLES)

Table B.1. Baseline Models of Economic Voting VasdvVieasurement of the Economy

GDP, GDP and
GDP Unemployment Inflation Unemployment, Misery Mi
Inflation Index ISery
Index
Coef. Robust Coef. Robust Coef. Robust Coef. Robust Coef. Robust Coef. Robust
S. E. S. E. S. E. S. E. S. E. S. E.

Government party 0.125* (0.039) 0.157**  (0.039) 0.310 (0.039)0.202***  (0.044) 0.230***  (0.04) 0.147* (0.052)
GDP growth -0.023** (0.007) -0.013 (0.009) -0.045**  (0.009)
Government 0.050***  (0.005) 0.028 (0.015) 0.019* (0.008)

party*GDP

growth
Unemployment 0.043**  (0.011) -0.016 (0.015)
Government -0.116***  (0.008) -0.015 (0.008)

party*Unempl

oyment rate
Inflation rate -0.001 (0.014)-0.137***  (0.014)
Government -0.019 (0.015)0.004 (0.016)

party*Inflation

rate
Misery Index 0.018 -0.012 (0.012)
Government -0.095*** -0.101**  (0.012)

party*Misery

Index
Party size (N seats 0.021*** (0.002) 0.021***  (0.002) 0.022** (0.002) 0.021***  (0.002) 0.030***  (0.002) 0.031**  (0.002)

in parliament)
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Table B.1.(continued)

GDP

Unemployment

Inflation

GDP,

Unemployment,

Inflation

Misery Index

Index

GDP and Misery

Coef.

Robust Coef.
S. E.

Robust Coef.
S. E.

Robust Coef.
S. E.

Robust Coef.
S. E.

Robust Coef.
S. E.

Robust
S. E.

Time since last
national
parliamentary
elections

Government
party * Time
since last
national
parliamentary
elections

Government
party * Time
since last
national
parliamentary
elections
Squared

Left-Right
distance b/w
voters and
party position

Issues

-0.179%**

0.408***

dropped

-0.436%*

0.898***

Respondents’ EU 0.159*

approval

(0.028) 0.001*

(0.038) -0.001***

0.001

(0.004) -0.436**

(0.059) 0.919%+

(0.065) 0.169**

(0.001) 0.001*

(0.001) -0.001***

(0.001) 0.001

(0.004) -0.436*

(0.059) 0.934%+

(0.065) 0.160*

(0.001) 0.001*

(0.001) -0.001***

(0.001) 0.001**

(0.004) -0.436*

(0.059) 0.914%+

(0.065) 0.162*

(0.001) 0.001

(0.001) -0.001***

(0.001) 0.001%*

(0.004) -0.449%

(0.059) 0.972%+

(0.066) 0.116

(0.001)0.001

(0.001) -0.001***

(0.001) 0.001

(0.004) -0.449%

(0.063) 0.951%+

(0.067) 0.103

(0.001)

(0.001)

(0.001)

(0.004)

(0.063)

(0.067)
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Table B.1.(continued)

GDP, GDP and Miser
GDP Unemployment Inflation Unemployment, Misery Index Index y
Inflation
Coef. Robust Coef. Robust Coef. Robust Coef. Robust Coef. Robust Coef. Robust
S. E. S. E. S. E. S. E. S. E. S. E.

Issues* Left-Right
perpetual
agreement

Left-Right perpetual

agreement
Previous vote

Political interest
Education
Class

Religion
Unemployed
Retired

Age

Year

Government party *

Year
Belgium
Bulgaria
CzRep
Denmark
Estonia
Finland

-0.619*** (0.09) -0.653***

1.331** (0.052) 1.319***

0.824** (0.005) 0.826**
-0.078** (0.012) -0.077***
-0.002  (0.004) -0.003
-0.603*** (0.091) -0.546%**
0.16 (0.085) 0.178
0.05 (0.049) 0.055
-0.132*** (0.028) -0.135***
-0.002*  (0.001) -0.001*
-0.043** (0.007) -0.03***
0.040%* (0.008) 0.021***

0.558%* (0.075) 0.6***
-0.702*+ (0.113) -0.184
0.048  (0.078) 0.182
0.253** (0.046) 0.271**
0.437** (0.115) 0.533**
0.355%* (0.052) 0.312**

(0.091) -0.687** (0.091) -0.642** (0.091) -0.756** (0.098) -0.714** (0.098)

(0.052) 1.340%* (0.052) 1.322%* (0.052) 1.376** (0.053) 1.412** (0.053)

(0.005) 0.826** (0.005) 0.826** (0.005) 0.823** (0.005) 0.822*** (0.005)
(0.012) -0.077** (0.012) -0.076** (0.012) -0.069*** (0.012) -0.068** (0.012)
(0.004) -0.003  (0.004) -0.003  (0.004) -0.002  (0.004) -0.002  (0.004)
(0.092) 0.001** (0)  -0.559** (0.092) -0.567** (0.094) -0.585** (0.094)
(0.086) 0.162  (0.085) 0.173*  (0.086) 0.09 (0.089) 0.089  (0.09)

(0.049) 0.054  (0.049) 0.052  (0.049) 0.071  (0.051) 0.067  (0.051)
(0.028) -0.135** (0.028) -0.135** (0.028) -0.140*** (0.028) -0.138** (0.028)
(0.001) -0.001* (0.001) -0.001* (0.001) -0.001* (0.001) -0.001* (0.001)
(0.004) -0.016** (0.004) -0.039*** (0.007) -0.030*** (0.004) -0.069*** (0.008)
(0.006) -0.025** (0.005) 0.01 (0.008) -0.012* (0.005) 0.007  (0.01)

(0.075) 0.606*+
(0.136) -0.211
(0.079) 0.191*
(0.047) 0.294%+
(0.123) 0.463*+
(0.052) 0.346*+

(0.076) 0.621%*
(0.139) -0.195

(0.08) 0.227*
(0.046) 0.286%*
(0.096) 0.510%*
(0.052) 0.294%+

(0.076) 0.631*** (0.076) 0.633*** (0.076)
(0.143) (omitted) (omitted)

(0.081) 0.083 (0.084) 0.013 (0.085)
(0.047) 0.425*** (0.049) 0.424** (0.049)
(0.126) 0.459*** (0.097) 0.106 (0.128)
(0.053) 0.376*** (0.052) 0.344*** (0.053)
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Table B.1.(continued)

GDP,
GDP Unemployment Inflation Unemployment, Misery Index GDP and Misery Index
Inflation
Coef. Robust Coef. Robust Coef. Robust Coef. Robust Coef. Robust Coef. Robust
S. E. S. E. S.E. S. E. S.E. S. E.

France 0.397*** (0.053) 0.455*** (0.052) 0.433*** (0.052) 0.463*** (0.053) 0.410*** (0.052) 0.441*** (0.053)
Germany 0.139** (0.052) 0.185*** (0.051) 0.212** (0.052) 0.168** (0.054) 0.206*** (0.051) 0.151** (0.053)
Greece 0.209*** (0.051) 0.228*** (0.05) 0.242*** (0.052) 0.279*** (0.057) 0.210*** (0.05) 0.247** (0.051)
Hungary dropped dropped dropped dropped dropped dropped
Ireland 0.445** (0.067) 0.406*** (0.078) 0.451** (0.071) 0.470** (0.086) 0.532*** (0.071) 0.625*** (0.072)
Italy 0.132*  (0.055) 0.247*** (0.064) 0.218** (0.063) 0.219*** (0.067) 0.16* (0.063) 0.078 (0.065)
Latvia 0.042 (0.132) 0.258* (0.122) 0.192 (0.107) 0.219 (0.151) dropped dropped
Lithuania 0.510** (0.126) 0.547** (0.117) 0.546*** (0.117) 0.531*** (0.145) dropped dropped
Luxembourg 0.092 (0.141) -0.049  (0.141) -0.045 (0.141) 0.035 (0.148) -0.096  (0.141) 0.096 (0.146)
Netherlands 0.200*** (0.048) 0.216*** (0.048) 0.222*** (0.048) 0.230*** (0.048) 0.184*** (0.048) 0.218*** (0.048)
Poland -0.692*** (0.128) -0.647** (0.121) -0.622*** (0.129) -0.516*** (0.137) -0.649*** (0.12) -0.382** (0.133)
Portugal 0.197** (0.054) 0.219*** (0.058) 0.224*** (0.058) 0.245*** (0.059) 0.251** (0.058) 0.264*** (0.058)
Romania 0.949** (0.114) 0.97*** (0.113) 0.993*** (0.137) 0.988*** (0.139) dropped dropped
Slovakia dropped dropped dropped dropped dropped dropped
Slovenia 0.699*** (0.077) 0.622*** (0.072) 0.654** (0.073) 0.558*** (0.078) 0.599*** (0.079) 0.370*** (0.094)
Spain 0.262** (0.056) 0.256*** (0.057) 0.264*** (0.06) 0.282** (0.059) 0.152** (0.058) 0.187*** (0.058)
Sweden 0.255*** (0.056) 0.319*** (0.056) 0.349*** (0.058) 0.345*** (0.059) 0.376*** (0.057) 0.401*** (0.057)
UK 0.562** (0.062) 0.622*** (0.077) 0.591** (0.079) 0.633*** (0.079) 0.563*** (0.075) 0.591** (0.075)
Year 1999  dropped dropped dropped dropped dropped dropped
Year 2004  0.186*** (0.034) 0.151** (0.031) 0.164*** (0.03) 0.210** (0.042) 0.162*** (0.033) 0.313*** (0.046)
Year 2009  dropped dropped dropped dropped dropped dropped




Table B.1.(continued)

GDP and Misery
Index

GDP, Unemployment

Inflation Misery Index

GDP Unemployment Inflation

Coef. Robust Coef. Robust Coef. Robust Coef. Robust Coef. Robust Coef. Robust
S. E. S. E. S. E. S. E. S. E. S. E.
Constant 2.517** (0.206) 2.164** (0.223) 2.256*** (0.222) 79.611** (14.337) 2.752*** (0.228) 2.932*** (0.229)

Adjusted R 0.41966¢ 0.42 0.419 0.42 0.426 0.426

sq
N 126246 126246 126246 126246 126246 126246

*** n<0.001, **p<0.01, *p<0.05
Notes: Dependent variable Respondent’s propensity to vote for a given pasipP growth, Unemployment, Inflation, Misery

Index, and Most important issues variables areetedtaround its mean.
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Table B.2. Models of Economic Voting with and witlid?arty Novelty (Full Table)

Model A Model B Model C
Replication Clarity of Party Novelty
Responsibility
Robust Robust Robust
Coef. S. E. Coef. S. E. Coef. S. E.
Government party 0.125**  (0.039) 0.448*** (0.058) 0.761** (0.071
GDP growth -0.023***  (0.007) -0.129***  (0.017) -0.155%** (@20)
Government party * GDP growth 0.050***  (0.005) oo (0.007) 0.099*** (0.013)
Clarity of responsibility -0.060** (0.0212) -0.246%*+* (0.024)
Government party * Clarity of responsibility 163+  (0.019) -0.134%** (0.021)
Clarity of responsibility*GDP growth 0.025*** (004) 0.025*** (0.004)
Government party * Clarity of responsibility*GDPayrth -0.008** (0.003) 0.004 (0.003)
Party novelty 0.502*** (0.031)
Government party * Party novelty -0.641** . (B5)
Party novelty *GDP growth 0.071** (0.008)
Government party * Party novelty*GDP growth 0.078*** (0.0112)
Party size (N seats in parliament) 0.021**  (0.002) 0.016*** (0.002) 0.007*** (0.002)
Left-Right distance b/w voters and party position 0.436***  (0.004) -0.435**  (0.004) -0.444%* (0.04)
Respondents’ EU approval 0.159* (0.065) 0.172** .065) 0.343*** (0.069)
Time since last national parliamentary elections 170**  (0.028) -0.046 (0.032) -0.036 (0.037)
GO\éleeerrir;ir;t party * Time since last national parkatary 0.408**  (0.038) 04134+ (0.037) 0,282 %k (0.04¢
. . . .

Gogfégt%ir;t gglrgre(;l'lme since last national parkatary Dropped dropped dropped
Left-Right perpetual agreement 1.331***  (0.052) 344*** (0.052) 1.748** (0.077)
Issues 0.898**  (0.059) 0.885*** (0.059) 0.599*** (0.076
Issues* Left-Right perpetual agreement -0.619*** .O@D) -0.581*** (0.090) -0.127 (0.125)
Previous vote 0.824**  (0.005) 0.828*** (0.005) 0.813** (0.006
Class -0.603***  (0.091) -0.572**  (0.091) -0.713%* (@98)
Religion 0.160 (0.085) 0.182* (0.085) 0.233* (0.092)
Political interest -0.078**  (0.012) -0.079***  (0.012) -0.072%** (@12)
Education -0.002 (0.004) -0.001 (0.004) 0.013* (0.004)
Unemployed 0.050 (0.049) 0.058 (0.049) 0.038 (0.052)
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Table B.2. (continued)

Model A Model B Model C
Replication Clarity of Party Novelty
Responsibility
Robust Robust Robust
Coef. S. E. Coef. S.E. Coef. S. E.

Retired -0.132**  (0.028) -0.135***  (0.028) -0.170%** (@29)
Age -0.002* (0.001) -0.002* (0.001) -0.001* (0.001)
Year -0.043**  (0.007) -0.065***  (0.008) -0.041*+* (@09)
Government party * Year 0.040***  (0.008) 0.051** (0.008) 0.043*** (0.009)
Belgium 0.558**  (0.075) 0.222* (0.090) -0.488*** (0.096)
Bulgaria -0.702**  (0.113) -1.326**  (0.134) (dropped)
CzRep 0.048 (0.078) 0.068 (0.079) -0.415%** (0.083)
Denmark 0.253**  (0.046) 0.027 (0.061) -0.700%** (0.068)
Estonia 0.437**  (0.115) -0.290 (0.150) -0.504** (0.163)
Finland 0.355***  (0.052) 0.243** (0.054) -0.109 (0.058)
France 0.397**  (0.053) 0.523** (0.055) -0.31 1%+ (0.08)
Germany 0.139** (0.052) -0.101 (0.058) -0.532*** (0.064)
Greece 0.209***  (0.051) 0.308*** (0.052) -0.078 (0.065)
Hungary dropped dropped dropped
Ireland 0.445**  (0.067) 0.573*** (0.069) 0.626*** (0.078
Italy 0.132* (0.055) 0.046 (0.064) -0.659*** (0.084)
Latvia 0.042 (0.132) -1.317**  (0.234) -2.367%** (0.264)
Lithuania 0.510**  (0.126) -0.815***  (0.217) -1.004*** (0.25)
Luxembourg 0.092 (0.141) 0.164 (0.147) -0.306 (0.166)
Nethrlands 0.200***  (0.048) 0.105 (0.053) -0.222%** (0.058)
Poland -0.692***  (0.128) -0.5681**  (0.137) -1.033** (AL56)
Portugal 0.197**  (0.054) 0.118* (0.057) -0.502*** (0.065)
Romania 0.949**  (0.114) 0.493*** (0.126) dropped
Slovakia dropped dropped dropped
Slovenia 0.699***  (0.077) 0.151 (0.101) -0.468*** (0.117)
Spain 0.262**  (0.056) 0.244*** (0.056) -0.178** (0.001
Sweden 0.255**  (0.056) -0.244* (0.083) -1.069*** (0.®
UK 0.562**  (0.062) 0.661*** (0.064) 0.324*** (0.06p
Year 1999 dropped dropped dropped
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Table B.2. (continued)

Model A Model B Model C
Replication Clarity of Party Novelty
Responsibility
Robust Robust Robust
Coef. S. E. Coef. S. E. Coef. S. E.
Year 2004 0.186**  (0.034) 0.235%*  (0.036) 0.004 (0.041)
Year 2009 dropped dropped dropped
Constant 2.517%*  (0.206) 2.566%*  (0.211) 2.721%% (0.240
R sq adj 0.419 0.420 0.445
N 17024600 126246.000 88411.000

*k 020,001, **p<0.01, *p<0.05

Notes: 1) Dependent variableRespondent’s propensity to vote for a given parariables GDP growth, Issues, EU/National

elections cycle, and Year are centered around mhe@ms. Predicted values were used for variablessCReligion, Issues, Party

position on Left-Right, Respondent position on Btégration, and Left-Right perpetual agreement

2) The fact that all economic measures are cent@ehd their means complicates direct interpratadif the magnitude of the

effect. As a rule of thumb: a) for change of GDPvalues above zero represent cases in which eogridd better than the

average for all 67 cases included in the reseaalbies below zero represent cases that are waaeeatrerage; b) for change of

Unemployment: all values above zero represent dasekich economy did worse than the average fo8alcases included in

the research; values below zero represent cagearéhbetter than average.
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Table B.3. The Effect of the Attribute Change Iradars (Name, Leader, Program) on Economic Votirgnémy is Measured
with GDP Growth

Change of Change of Change of
name leader program
Robust Robust
Coef. SE Coef. SE Coef. Robust S.E.

Government party
GDP growth

Government party * GDP growth

Party changed name

Government party*party changed name

Party changed name*GDP

Government party*Party changed name*GDP

Party changed leader

Government party*party changed leader
Party changed leader*GDP
Government party*Party changed leader*GDP

Party changed program

Government party*party changed program
Party changed program*GDP
Government party*Party changed program*GDP

Clarity of responsibility

Government party * Clarity of responsibility

Clarity of responsibility*GDP growth

Government party * Clarity of responsibility*GDPayrth
Time since last national parliamentary elections
Government party * Time since last national parkatary

elections

Government party * Time since last national parkatary

elections Squared
Year
Government party * Year

0.371** (0.059)

-0.139** (0.017)
0.046%*  (0.007)

-0.483** (0.025)
0.374** (0)082
-0.026** (0.006)
0.012 @.01

-0.086** (0.021)
-0.748 (0.019)
0.027** (0.0
0 (0.003)

048 (0.032)

0.492%*  (0.039)

Dropped

-0.06**  (0.008)
0.042%*  (0.009)

0.563** (0.062)
-0.148** (0.017)
T+ (0.008)

0.346%* (0.019)
-0.331*(0.037)
0.015%* (0.004)
-08121 (0.006)

-0.1% (0.021)
-0.162**  (0.019)
0.025%*  (0.004)

0 (0.003)

-0.057 (0.032)

0.491** (0.039)

Dropped

-0.074** (0.008)
0.066**(0.009)

0.461** (0.0683
-0.125**  (M18)
0.037**  (0.009)

0.195%*  (0.025)
-0.078.044)
0.032**  (0.005)
028 (0.007)
-0.126**  (0.024)
-0.148*+ (0.02)
0.031**  (0.004)
0.001 (0.003)
-0.02 (0.036)

0.417** (0.048

Dropped

-0.033** (0.09)
0.019* (0.009)
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Table B.3. (continued)

Change of Change of Change of
name leader program
Robust Robust
Coef. SE Coef. SE Coef. Robust S.E.

Party size (N seats in parliament)
Left-Right distance b/w voters and party position
Respondents’ EU approval
Left-Right perpetual agreement
Issues

Issues* Left-Right perpetual agreement
Previous vote

Political interest

Class

Religion

Education

Unemployed

Retired

Age

Belgium

Bulgaria

Czech Republic

Denmark

Estonia

Finland

France

Germany

Greece

Hungary

Ireland

Italy

Latvia

Lithuania

Luxembourg

Netherlands

0.013*+* (0.002)
0.433**  (0.004)
0.236*** (0.065)
1.072** (0.053)
0.918** (0.059)
-0.639*** .0@)
0.827***  (0.005)
-0.083*+* (0.012)
-0.541*=* (0.091)
0.198* (0.085)
0 (0.004)
0.062 (0.048)
-0.131** (0.028)
-0.002* (0.001)
0.104 (0.09)
-1.396*** (0.135)
0.047 (0.079)
-0.051* (0.061)
-0.63*** (0.15)
0.155* (0.054)
0.599**  (0.055)
-0.2***  (0.058)
0.389***  (0.053)
Dropped
0.547** (0.071)
0.203** (0.065)
-1.759*=*  (0.237)
-1.002**=*  (0.221)
0.336* (0.148)
0.179** (0.053)

0.013*+* (0.002)
-0.43** (0.004)
0.233**0.065)
3722*** (0.053)
0.899***  (0.06)
-0.592***  (0.091)
0.828*** (0.005)
-0.085*** (0.012)
-0.511** (0.092)
0.193 (0.086)
-0.001 (0.004)
0.067 (0.048)
-0.121** (0.028)
-0.002* (0.001)
-0.015 (0.09)
-1.288*** (0.135)
0.022 (0.079)
-0.036 (0.061)
-0.311* (0.152)
0.192*** (0.054)
0.548** (0.056)
-0.265***  (0.058)
0.372*** (0.053)
Dropped
0.669*** (0.071)
0.011 (0.066)
-1.611**  (0.237)
-0.849** (0.221)
0.051 (0.148)
0.19*** (0.054)

0.01**=* (0.002)
-0.447** (0.00)
0.329**  (0.069)
1.589** (0.077)
0.655** (0.074)
-0.219 (0.123)
0.811** (0.006
-0.073** (M12)
-0.708***  ((D98)
0.237* (0.091)
0.013** (0.004)
0.049 (0.052)
-0.162***  (M29)
-0.001 (0.001)
-0.238* (0.096)
Dropped
-0.311** (0.082)
-0.484**  (0.068)
-0.452** (0.163)
-0.077 (0.058)
-0.262***  (0.09)
-0.389***  (0.08)
-0.128* (0.06)
Dropped
0.613** (0.078
-0.436*** (0.078)
-2.394***  (@59)
-1.154*=*  (@41)
0.014 (0.166)
-0.14* (0.057)
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Table B.3. (continued)

Change of Change of Change of

name leader program

Coef. g?Eb'USt Coef. g?Eb'USt Coef. Robust S.E.
Poland -0.452**  (0.138) -0.591**  (0.138) -0.795**  (QL56)
Portugal 0.079 (0.056) 0.053 (0.058) -0.367** (0.065)
Romania 0.319* (0.128) 0.497** (0.127) Dropped
Slovakia Dropped Dropped Dropped
Slovenia -0.079 (0.103) 0.005 (0.102) -0.336** (0.11)
Spain 0.256*** (0.056) 0.289***  (0.056) -0.153* (0.061)
Sweden -0.38*** (0.084) -0.387** (0.084) -0.773** (0.02)
UK 0.641** (0.064) 0.683*** (0.064) 0.346** (0.06P9
Year 1999 Dropped Dropped Dropped
Year 2004 0.243**  (0.036) 0.216*** (0.037) 0.019 (0.04)
Year 2009 Dropped Dropped Dropped
Constant 2.443**  (0.212) 2.068** (0.216) 2.683** (0.23b
R sq adj 0.425 0.429 0.444
N 122193 120017 91110

% 0<0.001, **p<0.01, *p<0.05

Notes: 1) Dependent variableRespondent’s propensity to vote for a given pargriables GDP growth, Issues, EU/National
elections cycle, and Year are centered around theans. Predicted values were used for variablessCReligion, Issues, Party
position on Left-Right, Respondent position on Btégration, and Left-Right perpetual agreement

2) The fact that all economic measures are cenemahd their means complicates direct interpratatif the magnitude of the

effect. As a rule of thumb: a) for change of GDIPvalues above zero represent cases in which eogmid better than the
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average for all 67 cases included in the reseaathes below zero represent cases that are waneatlerage; b) for change of
Unemployment: all values above zero represent gaselich economy did worse than the average i8akcases included in

the research; values below zero represent cadesréhbetter than average
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Table B.4. The Effect of the Structural Change datbrs on Economic Voting, Economy is Measured WP Growth

Abandoned . . Expanded Suffered a
. Joined list .
List by merger split

Robust Robust Robust Robust
Coef. SE Coef. SE Coef. SE Coef. SE

Government party 0.449***  (0.058) 0.448**  (0.058) 0.446***  (0.059) 0.465***  (0.058)
GDP growth -0.129***  (0.017) -0.128***  (0.017) 37+ (0.017) -0.125***  (0.017)
Government party * GDP growth 0.077**  (0.007) 8  (0.007) 0.076***  (0.007) 0.074**  (0.007)
Abandoned list Dropped

Government party * Abandoned list Dropped

Abandoned list* GDP growth 0.031 (0.028)

Government party * Abandoned list*

GDP growth
Joined list 0.027 (0.23)
Government party * Joined list 0.123 (0.27)
Joined list* GDP growth 0.057 (0.045)
Government party * Joined list* GDP 0061 (0.046)

growth
Expanded by merger -0.339***  (0.066)
Government party * Expanded by merger 0.020.096)
Expanded by merger * GDP growth -0.034**  QO7)
Government party * Expanded by merger

* GDP growth 0.015 (0.012)
Suffered a split 0.193***  (0.043)
Government party * Suffered a split -(.21(0.115)
Suffered a split * GDP growth -0.006  (®YO
Government party * Suffered a split * -

GDP growth -0.054 (0.019)
Clarity of responsibility -0.06**  (0.021) -0.053** (0.021) -0.061*  (0.021) -0.062**  (0.021)
Government party * Clarity of L0.153+  (0.019) 0.157**  (0.019) 0.152%  (®19) 0.15*  (0.019)

responsibility
Clarity of responsibility*GDP growth 0.025***  (0.QD 0.025***  (0.004) 0.03***  (0.004) 0.025***  (@04)

Dropped
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Table B.4. (continued)

Abandoned . : Expanded Suffered a
. Joined list .
List by merger split
Robust Robust Robust Robust
Coef. SE Coef. SE Coef. SE Coef. SE

Government party * Clarity of
responsibility*GDP growth
Time since last national parliamentary

elections

Government party * Time since last
national parliamentary elections

Government party * Time since last
national parliamentary elections

Squared
Year

Government party * Year
Party size N seats in parliament
Left-Right distance b/w voters and party

position

Respondents’ EU approval
Left-Right perpetual agreement

Issues

Issues* Left-Right perpetual agreement

Previous vote
Political interest
Class
Religion
Education
Unemployed
Retired

Age

Belgium
Bulgaria
CzRep
Denmark

-0.008*  (0.003)
-0.045  (0.032)

0.411%*  (0.037)

Dropped

-0.065**  (0.008)
0.051**  (0.008)
0.016%*  (0.002)

-0.435**  (0.004)

0.171**  (0.065)
1.342%*  (0.052)
0.879%*  (0.059)
-0.568** .0@)
0.828**  (0.005)
-0.079**  (0.012)
-0.574**  (0.091)
0.18* (0.085)
-0.001  (0.004)
0.058  (0.049)
-0.135%*  (0.028)
-0.002*  (0.001)
0.225%  (0.09)
-1.334%  (0.134)
0.068 (0.079)
0.028 (0.061)

-0.009*  (0.003)
-0.045  (0.032)

0.413%*  (0.038)

Dropped

-0.065**  (0.008)
0.053** (0.009)
0.016**  (0.002)

-0.435**  (0.004)

0.171** 0.065)
343  (0.052)
0.876%*  (0.059)
-0.561%*  (0.09)
0.828**  (0.005)
-0.079%*  (012)
-0.574**  (0.091)
0.18* (0.085)
-0.001  (0.004)
0.059  (0.049)
-0.134%*  (0.028)
-0.002*  (0.001)
0.237**  (0.09)
-1.318%*  (0.134)
0.069 (0.079)
0.04 (0.061)

-0.008*  (0.003

-0.025 (0.033)

0.439%*  (0.039

Dropped

-0.063**  ((08)
0.053**  (0.009)
0.015%*  (0.002)

-0.435**  (@04)

0.182**  (0.065)
1.367**  (0.052)
0.869**  (0.059
-0.541%*  (0.091)
829%*  (0.005)
-0.079%*  (0.012)
-0.559%*  (@91)

0.192*  (0.085)
-0.001 .0q@)
0.058 48)0
-0.43*  (0.028)

-0.002*  (0.001)

0.237**  (0.09)
-358%+  (0.134)

0.085 (0.079)
0.028 (0.061)

-0.008*  (0.003)
053. (0.032)

0.387**  (0.037)

Dropped

-0.064**  (0.008)
0.046%*  (0.008)
0.016**  (0.00R

-0.434%*  (0.004)

0.169**  (0.065)
1.301%*  (0.052)
0.854**  (0.059)
-0.512* (0.091)
0.829%*  (0.005)
-0.079%*  (0.012)
-0.574**  (0.091)
0.179 (0.085)
-0.001  (0.004)
0.056  (0.049)
-0.135%*  (0.028)
-0.002  (0.001)
0.26 (0.09)
-1.366**  (0.134)
0.05(D.079)
0.042.061)
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Table B.4. (continued)

Abandoned Joi : Expanded Suffered a
. oined list .

List by merger split

Coef. goEb ust Coef. goEb ust Coef. goEb ust Coef. goEb ust
Estonia -0.289 (0.15) -0.266 (0.15) -0.328* (0.156) 352 (0.15)
Finland 0.245**  (0.054) 0.249***  (0.054) 0.237* (0.054) 0.283**  (0.054)
France 0.524**  (0.055) 0.515**  (0.056) 0.545** (0.056) 0.536***  (0.056)
Germany -0.099 (0.058) -0.093 (0.058) -0.116  (0.058) 059. (0.058)
Greece 0.308***  (0.052) 0.304**  (0.052) 0.33%** (0.054) 0.337***  (0.052)
Hungary Dropped Dropped Dropped Dropped
Ireland 0.578**  (0.069) 0.574**  (0.069) 0.649*  (0.07) 0.584*** (0.07)
Italy 0.045 (0.064) 0.065 (0.064) 0.081 (0.064) 0.06@.065)
Latvia -1.322***  (0.234) -1.311**  (0.235) -1.48r (0.237) -1.305***  (0.234)
Lithuania -0.82***  (0.217) -0.788***  (0.217) -002**  (0.221) -0.774**  (0.217)
Luxembourg 0.165 (0.147) 0.169 (0.147) 0.153 148) 0.17 (0.148)
Nethrlands 0.106  (0.053) 0.112* (0.053) 0.11 %B8) 0.125* (0.053)
Poland -0.586***  (0.137) -0.585***  (0.137) -0.36* (0.139) -0.576***  (0.138)
Portugal 0.119* (0.057) 0.123* (0.057) 0.112* (0.057) B6t*  (0.057)
Romania 0.486***  (0.126) 0.496**  (0.127) 0.487 (0.127) 0.521**  (0.127)
Slovakia Dropped Dropped Dropped Dropped
Slovenia 0.151 (0.101) 0.163 (0.101) 0.113 (0.102) 0.12@.101)
Spain 0.247**  (0.056) 0.251**  (0.056) 0.306***  (0.058 0.255***  (0.058)
Sweden -0.244*  (0.083) -0.227  (0.083) -0.278***(0.083) -0.199**  (0.083)
UK 0.656***  (0.064) 0.651**  (0.064) 0.703**  (0.064 0.682***  (0.064)
Year 1999 Dropped Dropped Dropped Dropped
Year 2004 0.235**  (0.036) 0.232**  (0.036) 0.223 (0.037) 0.243**  (0.036)
Year 2009 Dropped Dropped Dropped Dropped
Constant 2.583**  (0.211) 2.56**  (0.211) 2.431** (0.212) 257 (0.212)
R sg. adj 0.42 0.42 0.42 0.421
N 126246 126246 126246 126246
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% n<0.001, **p<0.01, *p<0.05

Notes: 1) Dependent variableR&spondent’s propensity to vote for a given pargriables GDP growth, Issues, EU/National
elections cycle, and Year are centered around theans. Predicted values were used for variablessCReligion, Issues, Party
position on Left-Right, Respondent position on Btégration, and Left-Right perpetual agreement

2) The fact that all economic measures are centmehd their means complicates direct interpratatif the magnitude of the
effect. As a rule of thumb: a) for change of GDIPvalues above zero represent cases in which engrmlid better than the
average for all 67 cases included in the reseaathes below zero represent cases that are waseatlerage; b) for change of
Unemployment: all values above zero represent gaselich economy did worse than the average i8akcases included in

the research; values below zero represent cadearéhbetter than average
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Table B.5. The Effect of the Structural Change datbrs (new party formations) on Economic Votingpomy is Measured

with GDP Growth

New from Merger

New from Split

New from Dissolution Start up

Robust

Coef. Coe

S.E.

Robust
f. SE Coef.

Robust
S.E.

Robust

Coef. SE

Government party

GDP growth

Government party * GDP growth
New from merger

Government party * New from merger
New from merger * GDP growth
Government party * New from merger *
GDP growth

New from split

Government party * New from split
New from split * GDP growth
Government party * New from split *
GDP growth

New from dissolution

Government party * New from
dissolution

New from dissolution * GDP growth
Government party * New from
dissolution * GDP growth

Start up

Government party * Start up

Start up * GDP growth

Government party * Start up* GDP
growth

Clarity of responsibility

Government party * Clarity of
responsibility

Clarity of responsibility*GDP growth
Government party * Clarity of
responsibility*GDP growth

0.441**
-0.132%**
0.082***
-0.144%*
0.11
0.021*

-0.06***

(0.058)
(0.017)
(0.007)
(0.042)
(0.097)
(0.007)

(0.014)

-0.064**
-0.155%**

0.026***
-0.009***

(0.021)

(0.019)
(0.6

(0.003)

Iog=*
-0.6%*
0.074***

0.438 (0.058)
-0.137*  (0.017)
027 (0.007)

-0.303***
0.622
-0.071%+*

0.072*

(0.045)
(0.343)
(0.008)

(0.03)
-0.72%**
Dropped
0.09***
Dropped

-0.071%**

-0.141%**

0.023*+*
-0.008**

-0.065* (0.021)
-0.15%*  (0.019)
0.027**  (0.004)
-0.008**  (0.003)

0.454***
-0.139%**
0.064***

(0.059)
(0.017)
(0.007)

(0.058)
(0.017)
(0.007)

(0.063)

(0.9

-0.704***
Dropped
-0.046***

0.111***
-0.07%+*

-0.154***
0.027*+*
-0.004

(0.088)

(0.009)
(0.013)
(0.021)
(0.019)
(0.09)
(0.003)

(0.021)
(0.01p

(0.004)
(0.003)
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Table B.5. (continued)

New from New from New from

Merger Split Dissolution Start up

Coef. goEb ust Coef. goEb ust Coef. goEb ust Coef. goEb ust
1me Since last national parliamentary 0.042  (0.032) 0.018 (0.032) 0.071*  (0.032) @05 (0.032)
Government party * Time since last 0.402**  (0.038) 0.383** (0.037)  0.425%* (0.038)  0.456** (0.038)
national parliamentary elections
Government party * Time since last
national parliamentary elections SquaredDroplonI Dropped Dropped Dropped
Year -0.065**  (0.008) -0.069**  (0.008) -0.058**  (0.08) -0.069**  (0.008)
Government party * Year 0.052***  (0.008) 0.048** 0008) 0.049***  (0.008) 0.048***  (0.008)
Party size (N seats in parliament) 0.016*** (0.002) 0.018** (0.002) 0.016***  (0.002) 0.015***  (0.002)
;‘;‘;ti't%ght distance biwvoters and party g yzpue  (0.004)  -0.434%*  (0.004)  -0.434%*+ (0.08)  -0.434%*  (0.004)
Respondents’ EU approval 0.171** (0.065) 0.174** 0.q65) 0.171** (0.065) 0.174**  (0.065)
Left-Right perpetual agreement 1.373**  (0.052) 8 (0.053) 1.323**  (0.052) 1.297**  (0.052)
Issues 0.88**  (0.059) 0.924**  (0.059) 0.904**  (0.059) @94**  (0.059)
Issues* Left-Right perpetual agreement -0.568*** .0@1) -0.664**  (0.091) -0.626***  (0.091) -0.605***  (0.09)
Previous vote 0.829***  (0.005) 0.828***  (0.005) @8+ (0.005) 0.827**  (0.005)
Political interest -0.079**  (0.012) -0.079**  (01R) -0.079**  (0.012) -0.079**  (0.012)
Class -0.57**  (0.091) -0.565**  (0.091) -0.573**  (0.091 -0.555**  (0.091)
Religion 0.184* (0.085) 0.19* (0.085) 0.178* (0.085) 0.17* 0.@85)
Education -0.001 (0.004) -0.001 (0.004) -0.001 @d)o -0.001 (0.004)
Unemployed 0.059 (0.049) 0.059 (0.049) 0.057 (0049 0.061 (0.049)
Retired -0.135**  (0.028) -0.135**  (0.028) -0.135* (0.028) -0.134**  (0.028)
Age -0.002*  (0.001) -0.002*  (0.001) -0.002* (0.001) 602*  (0.001)
Belgium 0.214* (0.09) 0.209*  (0.09) 0.3***  (0.091) 0.175 .09)
Bulgaria -1.262**  (0.134) -1.317**  (0.134) -1.31+*  (0.134) -1.423**  (0.134)
CzRep 0.068 (0.079) 0.09 (0.079) 0.05 (0.079) 0.071 (©®)07
Denmark 0.017 (0.061) 0.035 (0.061) 0.017 (0.061) 0.006 0fD)
Estonia -0.385* (0.153) -0.366* (0.15) -0.231 (0.149) -0142  (0.15)
Finland 0.242**  (0.054) 0.23**  (0.054) 0.249*** (0.054) 0.232***  (0.054)
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Table B.5. (continued)

New from New from New from Start up

Merger Split Dissolution

Coef. goEb ust Coef. goEb ust Coef. goEb ust Coef. goEb ust
France 0.524*  (0.055) 0.552***  (0.055) 0.573** (0.055) 0.535***  (0.055)
Germany -0.084 (0.058) -0.117*  (0.058) -0.09 (0.058) -0.126(0.058)
Greece 0.315***  (0.053) 0.37***  (0.053) 0.292** (0(052) 0.345**  (0.053)
Hungary Dropped Dropped Dropped Dropped
Ireland 0.583***  (0.069) 0.571**  (0.069) 0.556*** (0.069) 0.601*** (0.07)
Italy 0.052 (0.065) 0.044 (0.064) 0.065 (0.064) 0.041 060)
Latvia -1.267***  (0.236) -1.561***  (0.234) -1.20¥  (0.233) -1.559***  (0.235)
Lithuania -0.833***  (0.217) -0.951**  (0.217) -0I***  (0.216) -0.861***  (0.219)
Luxembourg 0.168 (0.147) 0.31* (0.148) 0.135 (@014 0.191 (0.147)
Nethrlands 0.107* (0.053) 0.094 (0.053) 0.09 (0)053 0.143** (0.053)
Poland -0.503*** (0.14) -0.516***  (0.138) -0.65*** (0.137) -0.563**  (0.137)
Portugal 0.116* (0.057) 0.138* (0.057) 0.109 (0.057) 0.112*+0.056)
Romania 0.446**  (0.129) 0.481**  (0.127) 0.515** (0.126) 0.417**  (0.127)
Slovakia Dropped Dropped Dropped Dropped
Slovenia 0.146 (0.101) 0.079 (0.102) 0.18 (0.101) 0.065 Q@)1
Spain 0.262**  (0.057) 0.274**  (0.057) 0.237***  (0.056) 0.269***  (0.056)
Sweden -0.259**  (0.083) -0.256**  (0.083) -0.247**(0.083) -0.305***  (0.084)
UK 0.667**  (0.064) 0.678**  (0.064) 0.655***  (0.064) 0.66***  (0.064)
Year 1999 Dropped Dropped Dropped Dropped
Year 2004 0.236***  (0.036) 0.261**  (0.036) 0.215** (0.036) 0.234**  (0.036)
Year 2009 Dropped Dropped Dropped Dropped
Constant 2.553**  (0.212) 2.544**  (0.211) 2.606*** (0.211) 2.616** (0.211)
R sg. adj 0.42 0.421 0.421 0.421
N 126246 126246 126246 126246

*k 020,001, **p<0.01, *p<0.05
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Notes: 1) Dependent variableR&spondent’s propensity to vote for a given pargriables GDP growth, Issues, EU/National
elections cycle, and Year are centered around theans. Predicted values were used for variablessCReligion, Issues, Party
position on Left-Right, Respondent position on Btégration, and Left-Right perpetual agreement

2) The fact that all economic measures are centmeehd their means complicates direct interpratatif the magnitude of the
effect. As a rule of thumb: a) for change of GDIPvalues above zero represent cases in which engrmid better than the
average for all 67 cases included in the reseaathes below zero represent cases that are waseatlerage; b) for change of
Unemployment: all values above zero represent gaselich economy did worse than the average i8akcases included in

the research; values below zero represent cadearéhbetter than average



APPENDIX C

PARTY NOVELTY EFFECTS GRAPHED
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Figure C.1. The Effect of Select Structural Change¥oters’ Propensities to
Vote for Parties (For GDP Growth and Unemgpient)
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Emerging anew from a split
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Figure C.2. The Effect of Select Structural Change¥oters’ Propensities to
Vote for Parties (For GDP Growth and Unemgpient)
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