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ABSTRACT 

There is a gap between intention and action that people experience when faced 

with protecting their digital data privacy. Known as the privacy paradox, it is the idea that 

what a person says they believe (protecting their data privacy is paramount) is not 

reflective of how they act (relinquishing their data privacy). In other words, what people 

express about their data privacy is often in opposition to the frequency with which they 

relinquish their data privacy. The research intends to examine the privacy paradox and 

consists of two studies, one qualitative and one quantitative. First, focus groups were 

held, the outcome of which was an attempt at the creation of a typology of words and 

phrases that consumers use relative to their data privacy. Second, an experiment using 

Likert scales and Pareto-optimal choice-based conjoint analysis was created based on the 

typology created in study one, giving insight into what consumers feel are motivators 

towards protecting or relinquishing their data privacy. The contribution is fill ing a gap in 

the existing literature related to the privacy paradox through an analysis of behavior. 
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CHAPTER 1 

ANTECEDENTS OF DATA PRIVACY 

In a world increasingly lived online, there is a plethora of data available at all 

times. Vast amounts of data exist from both corporate and consumer perspectives. 

According to the World Economic Forum, at the start of 2021 there were around 64 

zettabytes worth of data in the world (for reference, that is 64,000,000,000,000 gigabytes) 

(Statista, 2023). By 2025, globally there will be around 180 zettabytes in the world (for 

reference, that is 180,000,000,000,000 gigabytes) (Statista, 2023) ï and data privacy is a 

real issue when it comes to those quadrillions of gigabytes of data. The breadth of 

information a consumer needs to be aware of regarding data privacy is vast. Between the 

laws that exist in their country of residence and the country in which the site or app they 

are engaging with is based, and the terms and conditions on the websites and apps with 

which they interact, consumers are constantly inundated with information that they might 

not know how to parse. Anecdotal and other evidence shows that the majority of people 

donôt read the terms and conditions as set forth by the site or app with which they are 

engaging (Steinfeld, 2016). Thus, when something occurs that the consumer does not 

expect, e.g., breaking an implied contract (Da Veiga, 2018; Adjerid et al., 2016), covert 

marketing (Milne et al., 2009), or the perception that a company holds all the power 

(Wirtz et al., 2007), the consumer loses trust in the company and in the idea of data 

privacy more broadly.  

This is an era characterized by the collection of detailed data about all aspects of 

life and the use of increasingly powerful techniques to mine that data. Big data has the 

potential to dramatically improve lives by helping firms and individuals make more 
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informed, data-driven decisions. However, evolving policies and laws are constantly 

changing consumersô conceptions of privacy, posing significant risks to their data privacy 

(Eubanks, 2018; Zuboff, 2017). Further muddying the waters is the idea of the privacy 

paradox, which argues that what people think about their data privacy is not always 

reflective of how they act with regarding their data privacy. 

Data privacy is, unsurprisingly, a complex concept (Igo, 2018; Belanger & 

Crossler, 2011; Culnan & Bies, 2003; Thomson, 1975). Most people have their own sense 

of what defines appropriate data privacy, as do most firms. There is a dialectic between 

those who have power and those who do not ï and how they use what power they 

possess; in terms of digital data privacy, the corporations typically hold the power whilst 

the end-user does not.  Conflict arises when the two ï companies and consumers ï 

intersect, as there is little overlap in definitions. How a company feels about privacy will 

most likely not be how a consumer feels about it. How each has (or has not) researched 

the concept will also vary; typically, from a corporate perspective, how one researches 

and defines data privacy will be related to the industry, field or discipline which is the 

focus of the research.  

The central goal of data collection for most organizations is to better understand 

their consumer base. Equally as important is to be able to best monetize the information 

gathered. Consumers are often unaware of why companies gather certain data, how the 

data are used and what rights consumers have over the data about them. If an individualôs 

data are sold to a third party, then there is a host of additional consumer privacy concerns 

that are introduced. Notably, corporate data collection also often ignores consumer 

attitudes towards fair data collection processes (Milne et al., 2009). Thus, while data 
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mining systems collect consumer data through whatever means they find most suitable, 

they can willfully ignore potential consumer perceptions of their actions. At the same 

time, consumers are slowly becoming more aware of how their data are used ï although 

technology is moving faster than consumer awareness ï and their ability to understand it, 

such that a consumerôs perception of a companyôs interactions with them becomes 

suspect. Consumers know that some data are going to be shared (collected), but are they 

unaware of how much is actually being shared (Rice & Bogdanov, 2018)? 

Many researchers do not share a common language to explain consumer 

sentiment towards data privacy. There is a gap in the existing literature surrounding the 

idea of how consumers feel about their data privacy ð as well as a gap in defining the 

consumer perception of what data privacy means. The lack of conceptual language and 

clarity that allows consumers to express their attitude towards data privacy is related to 

the lack of consumer understanding of corporate policies towards and the legislation 

related to how data are collected, stored, and used. 

This dissertation developed a typology to describe consumer interpretations of 

their privacy and digital data privacy. The research described the range of consumer 

concerns about the privacy of their personal data, without regard to any organizations. 

The first step was to look at existing literature to synthesize the circulating definitions in 

use of data privacy, the majority of which focus on corporate policies towards privacy. 

The literature review looked at literature reporting consumer attitudes towards data 

privacy. This was followed by a series of interviews that asked consumers to discuss their 

understandings and interpretations of data privacy. These results provided a firm 

foundation for the second stage of the research, a behavioral experiment that utilized a 
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combination of Likert scales and a Pareto-optimal choice-based conjoint analysis to 

measure consumer selections among options concerning digital data privacy, again 

without taking any organizations into consideration.  

The dissertation is structured as follows: a literature review on data privacy, study 

one on a typology of words and ideas that consumers express about and towards their 

data privacy, study two on insights into consumer motivation towards maintaining or 

relinquishing data privacy, and conclusions and insights for researchers, managers, and 

consumers.  
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CHAPTER 2 

LITERATURE REVIEW OF DATA PRIVACY 

Overview 

 From Warren and Brandeis (1890) to research being done today, there is a long 

history of defining and redefining privacy. There are varieties of privacy, from the 

personal to the corporate to the governmental. Privacy definitions are ever evolving ï as 

are practices regarding data privacy. Data privacy, from the analog (anything that is not 

online) to the digital (anything that is online), is an important topic, as it impacts 

everyone in their daily life. As lives continue to shift onto computers (including mobile 

phones, i.e., very small, very powerful computers), people (and firms) are hoarding more 

data digitally.  

The articles for this literature review were downloaded from the internet (digital), 

stored in a personal cloud storage (digital), and then printed (analog). While writing, the 

paper automatically saves in a personal cloud storage. Data privacy of the cloud storage 

system is relied on to protect information. Yet, there is the awareness that it is in the best 

interest of the cloud storage system company to aggregate and sell personal information 

as a means of revenue generation. While caring about digital data privacy, there is a 

seeming willingness to ignore the potentiality that the cloud storage company might 

compromise privacy as the need for the cloud storage outweighs the concerns about 

privacy.  

The paradox between what people are concerned with (their privacy) and how 

they behave based on that concern (ignoring the possibility that their privacy will be 
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violated) lies at the heart of this research. What drives people to ignore potential 

outcomes? Why do consumers give up their digital data privacy? 

Privacy Matters  

Human attitudes towards privacy are as complex and varied as what defines an 

individual. There are myriad concepts and definitions of privacy, as well as of how 

privacy applies to people ï and there is little consensus among those writing about 

personal privacy. Some focus on the legality of privacy (Adjerid et al., 2016; Gavison, 

1980; Thomson, 1974), others on the economics of privacy (Acquisti et al., 2020; 

Acquisiti et al., 2016; Culnan & Bies, 2003), others on the business of privacy (Schªfer et 

al., 2023; Brough et al., 2022; Dinev et al., 2019; Athey et al., 2018), and still others on 

the history of privacy (Igo, 2018; Holvast, 2008; Marmor, 2015). The definitions of 

personal rights enshrined in the Amendments to the U.S. Constitution include the Fourth 

(right to oneôs own data), and Fifth (protection against self-incrimination) Amendments, 

but the specific word privacy does not appear in the U.S. Constitution (U.S. Const. 

amend. IV, V). In other words, privacy is not constitutionally protected except in specific 

manifestations (sometimes the home, sometimes the body, sometimes in relationships), 

but data privacy is not a constitutional right. The current conceptions of privacy have 

been codified by a variety states, including California, Colorado, and Virginia, which 

clearly and specifically delineate data privacy, demonstrating that there has been a shift in 

perception of what constitutes data and data privacy, and who and what can claim privacy 

rights (CCPA, 2018; CPA, 2021; VCDPA, 2021).  
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Defining Digital Data Privacy 

Definitions of privacy tend to consider the analog perspective when attempting to 

define the digital perspective. From the earliest definitions of privacy, via Warren and 

Brandeis (1890), the ability to control oneôs privacy has been a fundamental tenet. The 

greatest differentiation has been who exerts control in any particular circumstance ï a 

person or an organization. For example, The United Nations Conference on Trade and 

Development (UNCTAD) takes a centrist approach to data privacy, saying that is the 

ability of consumers to share their information for those purposes they deem suitable, as 

well as the ability of companies to use the data for a purpose they deem fitting. The 

centrist approach attempts to ensure that both the consumerôs and the organizationôs 

preferences are considered. 

When discussing digital privacy, one core theme in the literature is control (see 

Table 1). Control is central to all ideas of privacy, and could be considered the most 

important aspect of privacy ï it confers the ability to determine how data about oneself 

are gathered, used, inferred, etc. Some ideas of privacy are predicated on the idea that 

consumers are given something in return for the loss of their privacy (Athey et al., 2017; 

Elvy, 2017). Others are concerned with how privacy impacts the function of business 

(Goldfarb & Tucker, 2019; Acquisiti et al., 2016; Dinev et al., 2013). Still others look at 

privacy and see the ethical questions related to the question of who has the ability to 

control certain aspects of a personôs life or belongings (Holvast, 2008; Gavison, 1980; 

Thomson, 1974; Warren & Brandeis, 1890). 

The reason digital data privacy is so hard to pinpoint is because control is perceived 

differently by different stakeholders ï that is, corporations, governments, and consumers 
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(Dinev et al., 2013; Holvast, 2008; Culnan & Bies, 2003). The inherent inability of 

individuals and companies to fluently convey their interpretation of privacy, digital or 

otherwise, has led to the American court system failing to define privacy in a single way 

as well (Dinev et al., 2013). Arguably it is the American court system struggling between 

different interests (consumer, business, governmental) that put forward different 

definitions that accord with the related interests of these entities. It is this inability to 

come up with a singular concept of privacy that creates the ability of companies like 

Alphabet, Meta, and the like to manipulate privacy to be what will suit them best through 

their (frequently updated and revamped) terms and conditions (Zuboff, 2019). 

 

Table 1. 

 

Data Privacy Conceptualizations. 

Author(s) Year Definition 

Athey et al 2017 The ability to exert control over oneôs data and external 

gatherers of that data. 

Acquisiti et al 2016 Controlling what data are shared, when it is shared, with 

whom it is shared, because ó[p]rivacy is not the opposite 

of sharing - rather, it is control over sharingô (p. 445). 

Marmor 2015 Controlling what one shares with the world, how it is 

shared, with whom it is shared and if it should be shared 

publicly or privately. 

Dinev et al 2013 A perception by a person; a state that a person finds 

themselves in. Further, it is secrecy (controlling oneôs 

data as one so choses), anonymity (controlling how 

visible one is through their data), and confidentiality 

(controlling how oneôs data are used by a company). 

Holvast 2008 ó[F]reedom, control and self-determinationô (p. 16). 

Culnan & Bies 2003 The ability of a consumer to control access to and use of 

personally identifiable information. Additionally, they 

refer to three distinct views on data privacy: óthe 

corporate perspective, the activist perspective, and the 

centrist perspectiveô (p. 323). 

Merians 

Penaloza 

2022 The ability to control oneôs personally identifiable 

information, how oneôs information is processed by 
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companies and unfettered access to user preference 

management systems. 

 

The Economics of Data Privacy 

One of the bigger issues surrounding the use (or misuse) of consumer data and the 

perception of data privacy violations is the economics of privacy. The economics of 

privacy could also be termed privacy calculus; it is a way of measuring the value of 

consequences of data privacy, both for the consumer and for businesses (Beke et al., 

2022; Dienlin & Metzger, 2016; Dinev & Hart, 2006). Privacy calculus can be used to 

measure a consumerôs trade-offs, either positive or negative, related to the choices they 

make regarding their data privacy (Beke et al., 2022). It can also be used to measure the 

outcomes of what a company has done related to privacy (Dinev & Hart, 2006; Stigler, 

1961). An aspect of the economics of privacy is the punishments (negative outcomes) that 

a company undergoes because of their attitude towards privacy. Most privacy legislation 

has minimal punishments for the misuse of data or the misappropriation of data. The 

European Union, however, has added legislation called the Digital Markets Act (DMA) 

specifically to penalize companies more strongly and effectively when they violate 

peopleôs data privacy.  

The economics of data privacy are not, however, as simple as penalizing 

companies like Google for their privacy transgressions; they go broader and deeper. From 

issues like using data to serve more personalized ads (Athey et al., 2017) to sending email 

offering discounts on items consumers like them have showed an interest in (Acquisti et 

al., 2016; Adjerid et al., 2016), companies are mining digital data daily for purely 

monetary purposes (Zuboff, 2019). There is clear value in personal data, as is evinced 
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daily via the personalized ads served or the resale of data to third-party companies. 

Companies like Akamai started with a simple goal: to aggregate consumer data and sell it 

to those who would pay well. American Express and Visa, for example, are also data 

aggregators, as are most banks. This matters, more and more, because of the data they 

have access to. People are content to share personal information with their bank or their 

credit card company because they believe their information is going to be closely 

guarded; consumers donôt expect their banks to turn around and sell their information. 

Consumer data aggregation is simple. A company, like American Express, creates 

a profile that includes the following information on an individual: white, female, age XX, 

born NYC, lives Miami, purchasing power $XX, annual salary $XX, average monthly 

spend $XX, customer lifetime value of $XX, frequency of travel XX, propensity to large 

purchases is XX, etc. While this seems like a sufficient snapshot of a person to determine 

that itôs person A instead of person B, companies argue that itôs depersonalized to an 

extent that someone cannot go back and determine who person A is. Once a company 

aggregates the data, they then build consumer pools or buckets, based on similarity. So, 

for example, if people also have a frequency of travel XX and a propensity to large 

purchases of XX, then they can create a bucket based on those consumers. They might 

sell that information to a hotel company like Aman Hotels or The Dorchester Group, as 

that might be the consumer for whom those companies are looking. In this way, American 

Express can monetize the existing data they have on their consumers ï this is an added 

revenue stream for them. Companies like Rolls Royce have added revenue streams when 

they contract with airlines to automatically alert both Rolls Royce and the airline when 

there is a potential issue with a part in an airplane, which is data theyôre already gathering 
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(du Preez, 2021). John Deere monetizes their data by selling farmers information about 

soil and plant life cycles, based on information the farmers are generating daily in their 

tractors and from farmers like them (Patel, 2021; Gupta, 2017). 

Consumers feel they are reaping the benefits of this data monetization as it can 

turn into personalized ads being served, or through the perception of one-to-one 

marketing. Companies feel they are reaping the benefits of this data monetization because 

they can often convert more lookers into purchasers, albeit running the risk of alienating 

certain segments. The greater benefit for companies is that it reduces their overall costs ï 

aggregating data allows them to find consumers like the ones they already know have a 

high customer lifetime value, thus lowering the cost of finding more of these purchasers 

and reducing the time it takes to find them. 

Summary of Themes and Finding Gaps 

The primary, overarching theme that defines the relationship between consumers 

and digital data privacy is control ï if they have it, how to attain it, how to maintain it. 

Consumers often have a false sense of what control they have over their personal digital 

data. From a corporate perspective, creating forms of habituation (Reeck et al., 2023) in 

consumers is the easiest way to ensure that theyôre willing to share their data. This leads 

to a secondary theme: the cost of data privacy, also known as the economics of privacy or 

privacy calculus. This calculates the cost of getting data from consumers as well as the 

cost of someone keeping their data private. 

The majority of research is from the perspective of helping organizations improve 

their interactions with consumers, garnering more consumer data. The primary goal of 

this research is to identify the range of consumer positions with respect to their digital 
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data privacy without regard to the concerns of organizations. More specifically, what 

motivates consumers to take action towards protecting their digital data privacy? With the 

number of companies that require consumers to accept one or more types of agreements 

(for example, terms and conditions or cookies) before using a website or service, it seems 

surprising that so many people willingly agree without, for the most part, reading them. 

The motivation for why consumers are willing to give away their data privacy tends to be 

discussed from a business-centric perspective. There is less research focusing on non-

business-related consumer-centric perspectives towards digital data privacy. This research 

should help to fill this literature gap, drawing on the ideas of óoperationaliz[ing] the 

privacy paradoxô (Massara et al., 2021, p. 8), ódifferentiating decision-making according 

to a rational risk-benefit-calculationô (Barth & de Jong, 2017, p. 13), viewing óprivacy as 

a social contractô (Martin & Shilton, 2015, p. 11), and the deterioration of the consumerôs 

ósense of personal privacyô (Norberg et al., 2007, p. 21). At the same time, it will also 

help fill a gap in the literature by attempting to create a common nomenclature, a 

typology, of language that consumers use to explain their ideas about data privacy.  
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CHAPTER 3 

CONSUMER MOTIVATION AND THE PRIVACY PARADOX:  

TOWARDS A TYPOLOGY OF PRIVACY 

Studies discussing the terminology used with data privacy, specifically, are few 

and far between. This lack of consistent terminology ï i.e., lack of a standard typology ï 

often forces researchers to first isolate common, shared ideas before discussing actual 

concepts. Literature reviews for data privacy research often leans into the ideas of 

defining privacy, always starting with Brandeis and Warren (1870), then into defining the 

ideas and terms specific to the research the article is proposing. While the most frequent 

concept is control, as shown in Table 1 in the previous chapter, there are a variety of 

variables that are used. The variables discussed in the literature vary by what the research 

is striving to demonstrate ï ideas ranging from corporate citizenship (Rubenstein & 

Good, 2013) to generational attitudes (Patano et al., 2022) to the idea of privacy literacy 

(Prince et al., 2021; Sindermann et al., 2021). One thing much literature has in common 

is a discussion of consumer attitude towards data privacy. 

While some of the concepts related to data privacy are obvious (e.g., people are 

concerned about data privacy), what motivates people in one direction or another is less 

clear. While there is clear evidence that knowledge of data privacy is positively correlated 

to consumers taking more precautions regarding their data privacy (Sindermann et al., 

2021; Marwick & Hargittai, 2019; Wirtz et al., 2007), there is a question as to how the 

research is defining data privacy ï ergo, what words are they using to define data privacy. 

Having a common lexicon that researchers can use regardless of industry would be a 

boon for researchers, as it would enable them to compare concepts in a more definitive 

way. Both Dinev et al. (2011) and Dayarthna (2013) agree that there is a lack of 
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consistent language among researchers; Dinev et al. go so far as to state that in terms of 

data privacy, and privacy in general, ñconcepts, definitions, and relationships are 

inconsistent and neither fully developed nor empirically validatedò (2011, p. 296). There 

are, however, some areas that have been defined. 

Solove (2006) mentions three key categories of privacy: the ability to protect 

oneôs privacy from intrusion, the ability to choose how stringent oneôs privacy controls 

should be, and the self-determination regarding decisions about oneôs data. There are 

many variables that can be used to measure consumer motivation towards or away from 

protecting their data privacy. These include, and are not limited to, use of personal 

information by external parties (Solove, 2006), control of personal information (Dinev et 

al., 2013), control over digital representation (Marmor, 2015), information disclosure 

(Marwick & Hargittai, 2019), power relationship between consumer and  organization 

(Wirtz et al., 2007), and the overall control of data privacy (Sindermann et al., 2021). 

Much of the existing research on data privacy, consumer perception of data privacy, and 

the privacy paradox relies upon constructs created specifically for their research ï and it 

is typically industry and/ or job function specific. It is, in part, this specificity that creates 

the need for an industry agnostic lexicon. The intent for this research was to find a 

common language that consumers used to describe data privacy and their attitude towards 

that privacy, via a series of focus groups. 

The Data Privacy Paradox and Terminology 

While a consumer might express concern with the way a company is exploiting 

their data, it often does not stop the consumer from engaging with that company (Norbert 
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et al., 2007; Massara et al., 2021). This is the privacy paradox ï what a consumer says 

they will do in comparison to what a consumer actually does.  

Researchers have tried to determine what might make a consumer care about their 

data privacy, however there is an intention gap: this is the paradox. In some instances, the 

consumer might feel that they are gaining something in return, ergo being incentivized to 

share their information (Athey et al., 2017). Incentivization, or motivation, comes in 

many forms, from monetary to a fear of missing out to a work requirement (Beke et al., 

2022). This issue predates concerns with digital data privacy and goes back to the earliest 

days of personalization via systems like caller ID (Radin, 2001). 

Clarifying Terminology 

These guiding questions lead to a need for greater clarification of terminology and 

measurements. For example, how much one needs to know about overall data privacy 

(collection, usage, laws, etc.) to be considered knowledgeable about oneôs privacy and 

how much incentivization is required to get people to act on their privacy must be 

defined. Through a series of focus groups, I determined what consumers consider to be 

the key variables that make up knowledge, attitude, and emotion, and incentivization ï 

and the links to behavior as a factor that ties them together. I relied on social exchange 

theory to identify the costs and rewards. 

Social exchange theory states that there is a cost/ reward perception related to 

everything we do; identifying the perceived costs and benefits explains actions taken. In 

other words, what we are willing to give up must come with some sense of reward, until 

the point when the reward is perceived as insufficient (Marwick & Hargittai, 2019; 

Homans, 1962). As Homans said,  



   

16 

 

[f]or a person engaged in exchange, what he gives may be a cost to him, just as 

what he gets may be a reward[é]. The cost and the value of what he gives and of 

what he gets vary with the quantity of what he gives and gets. (p. 292)  

 

In other words, the more people perceive the benefit, the more they will engage ï until 

such a point as the perception becomes that the gain is not worth the cost.  

The theory of social exchange identified this point at which the perception of cost 

is becomes too high; in other words, the point at which consumers begin to protect their 

data. This was the basis of the idea of trade-offs, which were discussed with all of the 

focus groups. The aim was to identify patterns in the language used by consumers, with 

the goal of creating a nominal typology of motivating factors and/ or trade-offs 

consumers think will help them define if they are going to protect (or relinquish) their 

digital data privacy. By posing the question in terms of the exchange of goods (personal 

digital data for some perceived benefit), consumers were able to explain how they felt 

about giving up their data privacy. 

Conceptual Framework 

The measurements for consumer attitude of privacy include knowledge, behavior, 

attitudes, emotions, and incentivization (Adjerid et al., 2016; Akhter, 2014; Dinev et al., 

2013; Norberg et al., 2007). A missing piece of the puzzle is what combination of these 

ideas actually drives people to action (intention versus action). This research will identify 

and measure what people report as incentives to action.  Determining what drives people 

to action is the basis of my research framework. The issue is that people are far more 

likely to be disingenuous in their responses than not (Gibbons, 2019; Dienlin & Trepte, 

2014; Norberg et al., 2007). Another issue is correlating variables and the privacy 

paradox. 
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While there is literature looking at consumer perceptions of privacy and 

immediate gratification (Acquisti, 2004), on the privacy paradox itself (Massara et al., 

2021; Barth & de Jong, 2017; Athey et al., 2017; Taddicken, 2014; Dienlin & Trepte, 

2014), on privacy literacy (Sindermann et al., 2021; Bartsch & Dienlin, 2015; Prince et 

al., in press) and privacy calculus/ the economics of privacy (Goldfarb & Tucker, 2019; 

Acquisti et al., 2016; Dienlin & Metzer, 2016), there is a gap looking at how to measure 

the privacy paradox. There is limited existing literature providing a typology of privacy 

terminology, ergo to describe, and explain, consumer understandings and interpretations 

towards the paradox (Dayarathna, 2011; Solove, 2006). One of the benefits of creating a 

consistent language is that it could make the existing variety of measures in research 

more cohesive (Dinev et al., 2013; Norberg et al., 2007). 

Building on The Privacy Paradox 

 Research on the privacy paradox, as Norberg et al state, explores consumer 

óconsiderations of risk and trustô to explain why the privacy paradox occurs (2007, p. 

101). There are additional considerations that should be explored, for example, privacy 

fatigue, immediate gratification, complacency, lack of understanding of what privacy is, 

and a desire to use a service that others are also using, to name a few. 

 There are many variables that make up data privacy (see Table 2). The extant 

literature paints a clear picture of how researchers have focused on privacy, consumer 

attitudes towards privacy and how to measure these ideas. The variables are fully 

understood by the researchers; it is not, however, explicitly stated if the variables are 

equally as well understood by the consumers, thus there likely is a semantic 

understanding gap between the explanation of what the researcher is doing and what the 
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consumer thinks the researcher is doing. In other words: if a consumer does not fully 

understand the variables the researcher is trying to define, the researcher will end with 

flawed data. 
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Table 2. 

 

Variables of Privacy. 

Variable Definition 

Privacy fatigue Because there are so many terms & conditions to 

accept or reject, people become tired and ignore 

them all 

Immediate gratification The desire to have it now 

Risk The willingness to take a chance 

Trust The ability to believe that something will happen  

Incentivization Being coerced through some means to do something 

(free delivery, 100 loyalty points, a future discount, 

etc.) 

Heuristics Gut instincts of what will happen based on previous 

experience 

Objective self-perception of 

knowledge 

A mostly honest interpretation of oneôs knowledge 

about a subject 

Subject self-perception of 

knowledge 

A mostly biased interpretation of oneôs knowledge 

about a subject 

Fear of missing out/ desire to be 

on same platform as everyone 

else 

A belief that one will not be as important in a social 

network if one isnôt on the same app or system as 

everyone else 

Complacency/ lack of concern 

towards future misuse of data 

A pronounced lack of concern for what might 

happen in the future, often based on the optimism 

bias 

Incomplete information Lacking information about a subject can lead to an 

incorrect understanding of how something works 

 

 The goal is to identify the variables such that all participants understand the same 

information in the same way. By interviewing consumers for study one, asking them to 

explicitly state and define certain variables (knowledge), then asking about what could 

strengthen or weaken those variables (behavior, incentivization and emotions), it became 

clearer how people relate to certain ideas that help guide their intent towards privacy. 

Next, the objective is to take the information regarding the concepts and use them to 

build a Pareto-optimal choice-based conjoint (CBC) analysis of privacy intentions and 

actions. 



   

20 

 

 The potential challenge is that confusion persists on the backbone concepts with 

which privacy concern is measured (Beke et al., 2022). That these variables create the 

core conflicts for consumers makes privacy concerns difficult to measure. The outcomes 

of the focus groups gave a defined set of ideas that can be utilized in the conjoint 

analysis, with a dependent variable also specified by the focus groups. 

Guiding Questions 

The interpretation of data privacy, for the purposes of this paper, will be via a 

centrist approach. The centrist approach walks the midline between how much access a 

company has to digital consumer data and how much the consumer desires to have their 

digital data accessed (Culnan & Bies, 2003; Rubinstein & Good, 2013). In other words, 

neither the company nor the consumer have the majority of choice/ control, it is a shared 

construct. The value in a centrist approach is that is allows one to look at idea of data 

privacy from an individual or organizational agnostic perspective. 

There is an inherent irony in the digital data privacy conversation: people seem 

content to relinquish their privacy when they feel incentivized to do so. Given the right 

set of motivations, a consumer can be convinced to share their information freely (Athey 

et al., 2017). This is part of the issue of emotion versus behavior: consumers gain benefits 

that are often specious and known only to them (Beke et al., 2022). Incentivization and 

motivation are not always readily visible or understandable to the observer; they can take 

on unique and personal forms that need to be discussed to be understood. For some 

people motivation might be access to an app (e.g., Uber), for others it might be 

acknowledgement by a group of social peers via a social sharing app (e.g., Instagram) ï 

this could be considered a situational incentive or motivation.  
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These ideas all lead to four questions that the study addresses: 

1. What types of situations lead to more concern regarding digital data privacy? 

2. What moves people from low concern to high concern to action concerning 

their digital data privacy? 

3. What types of incentives are the most effective/ strongest when getting people 

to protect or relinquish their digital data privacy? 

4. What emotion is most often associated with maintaining or relinquishing data 

privacy? 

5. Does age and/ or gender play a role in protecting or relinquishing data 

privacy? 

Methodology 

Focus Group Structure and Process 

When seeking to understand what motivates people to care about their privacy, it 

is necessary to start by ensuring that what is being measured is what consumers care 

about. To this end, focus groups were utilized to gain deeper understanding about which 

concepts participants expressed concern. Using the idea of knowledge, attitudes, 

emotions and incentivization as jumping off points for questions to the focus groups with 

a tangible example of the misuse of data privacy, it was possible to ensure that the 

participants understood what was being discussed and were able to express what they 

believe motivates their actions.  

There were a total of seven focus groups held, each around one hour long and was 

moderated by a research assistant who was blind to the goals of the research. There was 
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also an observer in each focus group who annotated the data as the focus groups 

occurred, and also recorded the focus groups for post facto transcription.  

To ensure the conversations were representative of the general population, the 

demographics of the focus groups were as diverse as possible encompassing a range of 

backgrounds. Each of the focus groups started with the same question: ñHave you ever or 

do you know anyone who has been hacked?ò. While there was some overlap in the 

questions asked from that point, such as ñWhat words do you associate with data, 

privacy, and data privacy?ò, the majority of the conversation was led by the participants. 

The majority of the focus groups created fluid conversation without the moderator having 

to ask leading or directional questions. The conversation was, on occasion, guided 

towards a topic related to the research without asking pointed questions ï comments such 

as, ñoh, do you meanéò or ñcan you clarify that ideaò were utilized for this purpose.  

The first five focus groups were held at Temple University with between 6 and 7 

persons in each group, for a total of 34 people. The respondents were found through 

SONA, the research participant pool software that universities use, and which gives 

students .25 credits per 15 minutes (or 1 credit per hour); the Temple University 

participants were compensated accordingly. The average age was 20 (there was an outlier 

of what 29 years old, without whom the average age would have been 19.7). The 

participants were 80% American, 20% international; all were currently enrolled in 

college. 

The last two focus groups were held on Zoom with the same neutral moderator. 

The participants, none of whom were affiliated with Temple University, were found via a 

snowball sample. This created a wider range of respondents in age, education, and 
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occupation. The second set of focus groups enabled generalization from the first set, 

which was less representative of the general population, and importantly confirmed and 

reinforced what had been said in the first set of focus groups ï and reinforced the 

literature which states that age does not matter when it comes to matters of privacy, itôs 

more a question of access to funds and education (B®langer & Crossler, 2011). There 

were two focus groups held, with a wide range of ages, backgrounds, and education 

levels. The average age was 59; 30% of the participants had some or no college, 30% had 

at least a college degree, and 40% had a masterôs or higher.  

There were three demographics that were noted during the focus groups: gender, 

age, and education. While these showed no discernible pattern on the outcome of the 

research, the breakdown for age and gender is in Table 3. 

 

Table 3 

 

Breakdown of Group Information by Participants, Age, and Gender. 

Group # # of Participants Average Age Male Female 

1 6 20 2 4 

2 4 19.75 1 3 

3 8 20 2 6 

4 8 20.88 2 6 

5 8 19.5 2 6 

6 7 63.3 1 6 

7 4 45.5 1 3 

Averages 6 30 24% 76% 

 

The education range (independent of age and gender) broke down as in Table 4. 
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Table 4. 

 

Breakdown of Education Level of Focus Groups. 

Education Level Percent 

Some or no college 11% 

Current college student 64% 

At least a college degree 11% 

Masterôs degree or higher 14% 

 

Focus Group Goals 

The goal was to find commonalities in the language used by people that 

demonstrates what people think about what drives them to consider relinquishing their 

data privacy ï things like if they care how their data is used, if they understand the idea 

of tradeoffs, and what they might be willing to give up to get what they want. The 

questions were open-ended, allowing for freedom of response and, hopefully, greater 

insight into consumer perception towards their digital data privacy. If ó[t]he function of 

consent is to voluntarily alter [é] legal [é] entitlementsô (Mills, 2022, p. 722), then 

consumers are willing to give up certain rights to companies. Understanding what 

consumers are willing to give up to get what they want enabled the creation of a table of 

common privacy motivations.  

The privacy of participants was held confidential ï because these are focus 

groups, at least the first name of each participant was known. Given that the majority of 

respondents came from an automated system, it was possible to ensure email and full 

name privacy for those participants (only the moderator had access to that information, in 

SONA, and it was not shared with anyone). For the participants of the snowball sample, 

email information was known, as were first and last name; these details were omitted 

from the recording transcripts, as well as from any analysis of the focus groups. While 
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recordings were made for transcription purposes, they were stored in OneDrive in an 

academic account, accordance with IRB guidelines. Only one person has access to the 

information, and it will not be shared with others. 

The recordings for the focus groups were transcribed into Word via Otter.ai, and 

then uploaded into NVivo. The data was coded for themes; some themes were a priori, 

some were post facto (see Table 3, in appendix). Once the codes were set and applied, 

each theme was measured for frequency. The more frequently mentioned concepts were 

culled for use in the next stage of research. 

Focus Group Conversations 

At the start of the focus groups, the moderator explained that the research was 

looking at what the group members thought of data privacy, and if they were concerned 

about it. The intent was kept deliberately vague, so as to ensure that responses were not 

biased by participant desire to answer a question based on what they thought the 

researcher wanted to hear (Gibbons, 2019; Dienlin & Trepte, 2014). They were told that 

for the purposes of the focus group, they should be focusing on the idea of their data 

privacy in relation to financial websites/ apps and healthcare websites/ apps. A note on 

the value of responses from in-person focus groups: For those participating, there is a 

chance that there is ódistortion creepô because the questions asked were too vague or too 

direct, or because people often feel uncomfortable being observed (Solove, 2006, p. 501). 

The goal was to find patterns in the accounts respondents offered about what 

drives them to consider relinquishing their data privacy. For example, do they care how 

their data is used, do they understand the idea of tradeoffs, and what they might be 

willing to give up to get what they want. The questions were open-ended, allowing for 
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freedom of response and encouraging a wide range of comments. If ñ[t]he function of 

consent is to voluntarily alter [é] legal [é] entitlementsò (Mills, 2022, p. 722), then 

consumersô consent implies that they are willing to give up certain rights to companies. 

By collecting accounts of what consumers are willing to forfeit to get what they want, it 

should be possible to create a repertoire of common motivations that push towards or 

away from concern about privacy.  

Each of the sessions started with a question to the group (see Table 5), asking if 

they knew anyone who had had their identity stolen. ñHave you ever or do you know 

anyone who has been hacked?ò While there was some variation in the questions asked 

from that point, such as ñWhat words do you associate with data, privacy, and data 

privacy?ò, the majority of the conversation was led by the participants. 

Table 5. 

 

Most Frequently Asked Questions. 

Questions 

Have you ever had your identity stolen or know someone who had their identity stolen? 

What was your reaction to the identity theft? 

What words do you associate with data? 

What words do you associate with data privacy? 

What ideas do you associate with data privacy? 

Do you ever read the terms and conditions on websites? 

What tradeoffs do you associate with data privacy? 

What would make you choose to protect your data privacy?  

 

If someone said that they had been or knew someone who had been hacked, then 

they were asked about the experience(s). Using the idea of identity theft as the starting 

point, the participants were asked if they ever talk about data privacy with their friends/ 

family. If they answered yes, they were asked to expand upon that. The moderator 

allowed the conversation to flow until a segue to tradeoffs was available; when no segue 
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was available, the moderator created one. The participants were then asked if they knew 

what tradeoffs they were making when they signed up for a website or app, for example 

when signing up for a checking account with a promotional interest rate that is only 

available for a limited time. This led to the idea of risks, harms, and wrongs; participants 

were asked if they felt that the risk they took when signing up for a new website or app 

was in proportion with the harm or wrong that might befall them. Finally, they were 

asked to come up with words that expressed how they feel about digital data privacy and 

what they get when they give it up. 

While most of the questions were asked in each focus group, there were occasions 

when the participants ran with the conversation and inadvertently answered the questions 

that would have been asked. In these instances, the moderator ensured that all concepts 

were addressed, occasionally guiding the participants towards an idea related to the topic. 

NVivo Coding 

 A series of a priori codes, developed from the literature, were created in NVivo 

based on the chosen variables of knowledge, attitudes, emotion and incentivization, as 

well as level of concern and motivation towards or away from protecting their privacy 

(see Table 3). Codes were also developed inductively from the actual words, phrases, and 

ideas respondents provided in the conversation. The ideas or words that occurred the 

most frequently in the focus groups became the genesis of the codes. For example, the 

word ópasswordô was related to the frequency of use of the word itself, as well as to the 

idea of using as password or multi-factor authentication. Some of the words chosen to be 

inductive codes, like óknowô or óinformationô were also related participantsô perception of 

their data privacy ï e.g., óknowô was related not only to the knowledge (a priori code) of 
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data privacy as a general concept, but if a participant knew how their data was collected, 

if they knew how their data was used, etc. 

 The codes were not mutually exclusive but structured in such a way that each 

theme could apply to more than one word or words, and a single idea could apply to more 

than one theme. Once the transcribed focus groups were loaded into NVivo, each 

document was coded for words relating to the themes. The unique concepts were terms or 

ideas that did not fit into a pre-coded theme. As the focus groups were annotated by the 

observer in the moment, as well as transcribed from the recordings after the fact, the in-

the-moment annotations and the post facto transcriptions were compared to ensure that all 

key ideas were correctly coded and appropriately interpreted. The inductive codes were 

added based on frequency of concepts, such as risk, website, or password. These terms 

applied not only to the specific terms but also to complete ideas. The inductive codes fit 

into the a priori codes (see Table 6). The a priori codes became the thematic codes, with 

the inductive codes falling into those themes. 
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Table 6 

 

A Priori and Inductive Themes for Coding. 

Theme Frequency 

Attitude/ Emotion 784 

AorE\fear 12 

AorE\feel 336 

AorE\personal 126 

AorE\risk 74 

AorE\share 119 

AorE\share\sharing 1 

AorE\worry 31 

High concern 16 

Incentivization 129 

Incentivization\Motivation 31 

Incentivization\trade-off 85 

Incentivization\trade-off\trade off 54 

Knowledge 760 

Knowledge\information 202 

Knowledge\know 275 

Knowledge\think 244 

Low concern 63 

Moderate concern 35 

Unique Concept 1109 

Unique concept\data 298 

Unique concept\data words 22 

Unique concept\digital data privacy 31 

Unique concept\password 146 

Unique concept\password\passwords 112 

Unique concept\privacy 135 

Note: A priori codes are in bold. 
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Results 

Analysis 

As there were two cohorts of focus groups, with two different age-ranges, it was 

possible that they would have very differing ideas about data privacy and their personal 

data. In fact, the college students and the older audience held very similar views, which is 

in keeping with some of the existing literature (Patano et al., 2022; Dinev & Hart, 2006). 

There was a school of thought, as expressed by Nowak & Phelps (1992), that privacy is 

an age-related construct where the younger the audience the lower the concern related to 

potential loss of privacy. This age-relation has, however, become less apparent as more 

people have gone online. 

The undergrads were prone to short-term concerns about data privacy misuse and 

the older audience was not as divergent as had been expected, having a medium-term 

view of the topic. The key difference lay in their levels of concern. The college students, 

for the most part, had a moderate level of concern overall regarding their data privacy; 

the older audience had a low level of concern (with one notable exception ï their 

reputations). In general, neither group fully understood the importance of data privacy 

protection or how it mattered today. 

When the older audience was asked what could motivate them to consider 

changing their level of concern, the general feeling was that there was nothing that could 

be done. Both the older and younger groups all voiced the belief that their single voice 

was insufficient against a large organization; there was no sense of irony when their 

entire group agreed with them. The younger audience voiced a general lack of concern 

regarding their privacy; even those who had been or knew someone who had been hacked 
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or scammed evinced a similar lack of concern. In fact, the younger groups seem to 

discuss data privacy often after something has occurred, and not in terms of what they 

can do to protect themselves ï it is more of a post hoc discussion of events than a view 

into what can be changed. It was unclear if the students understood that there is a likely 

correlation among what they are willing to give up, their lack of concern regarding their 

data privacy, and the frequency of online scams.  

The older audience seemed to have a general understanding about this, however it 

was coupled with a general lack of understanding of how data is gathered and what it is 

used for. Conversely, the students had a better understanding of how data is gathered and 

for what purposes. The older audience was able to better articulate their reasoning for 

why they feel the way they do. For example, the idea of protecting oneôs reputation, 

which was an overarching theme of the first older audience focus group. This was 

mirrored in the student focus groups where they stated a desire to protect oneôs photos or 

social media accounts, which was most likely an inarticulate or immature way of stating 

that they were trying to protect their reputation.  

Language used to explain thinking tended to be repetitive (see Figure 1) and 

neatly fit into the a priori codes (see Figure 2). An interesting note is that primary terms 

were different by age range. The younger participants (average age: 20) tended to use 

qualifier and emotional terms ï just, a qualifier term, and feel, an emotional term, were 

the most frequently used (see Figure 2). The older participants (average age: 54) tended 

to use knowledge-based terms ï know was the most frequently used term (see Figure 3).  
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Figure 1. Frequency of Terms. 

 

 
Figure 2. Frequency of Language Choice. 
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Figure 3. Word Cloud of College Student and Post-Grad Participants. College students are 

represented by the word cloud on the left, post-grad participants on the right. 

 

 

 The language used was often indicative of level of concern ï the more emotional 

the term, the higher the level of concern was typically shown. At the lower levels of 

concern, language was more related to knowledge and general feelings; at the higher 

levels of concern, language shifted to specific concepts, like risk and fear. Worry was an 

interesting word, as it was mostly associated with lower levels of concern and was, 

almost exclusively, directed externally; that is, students were worried about parents and 

parents about children.  

There were overlapping ideas, although expressed individually, that were coded 

into the same areas. For example, when talking about the use of websites of any type, that 

was coded to website, and often to sharing as well as they were typically talking about 

websites in the context of how their data is shared or how it can be protected ï in which 

instances of data and privacy would be coded to the statement as well; information and 

personal were often associated with website as well (see Table 7). Data, privacy, and 

information were the terms that most often occurred when websites were discussed. As 

the moderate level of concern was most frequently (68.75% of the time) associated with 
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websites, it is clear that websites are somewhat negatively perceived, particularly when 

tied to data, privacy, and information. Most of the time, the idea of website + moderate 

concern + data, privacy, or information generates the greatest association.  

 

Table 7. 

 

Moderate Concern Related to Website and Associated Terms. 

  Data Digital Data 

Privacy 

Privacy Information  

Website 18 8 11 14 

Moderate 

concern 

19 9 12 11 

 

 Other terms had similar relationships. The idea of attitudes and emotions (coded 

Attitudes or Emotions (AorE) in NVivo) was most frequently associated with low levels 

of concern, with terms like data, knowledge, and share (or sharing) associating most with 

low levels of concern and AorE. Only data and know (or knowing) associated strongly 

with moderate levels of concern, however given that more terms were associated with 

low levels of concern, it ended up being almost equal levels of relationship among data, 

know and moderate levels of concern and data, know and low levels of concern. 

 Overall, more than half of all codes mapped to low levels of concern (60% of all 

terms). High levels of concern were the least frequently mapped to (8% of all terms), and 

moderate levels of concern fell in the middle (32% of all terms). Of the terms that 

mapped most frequently to low and moderate levels of concern was unique concept. The 

unique concept catch-all was an interesting amalgam of concepts like reusing passwords, 

stolen identity and scamming stories, sharing login details, and the unreadability of terms 

and conditions. These are all terms that relate to the idea of data privacy, as a single 
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concept (see Figure 4). Further, when using specific words about data and privacy, as 

individual ideas, people tended to use positive terms (see Figure 5).  

 

Figure 4. Frequency of Terms in A Priori Code Unique Concepts. 
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Figure 5. Terms Mapped to Level of Concern. 

 

Similarly, share/sharing, personal and information had mostly positive ideas related to 

them, however when combined into sharing personal information the connotations 

became primarily negative and generated higher levels of concern. 

While the focus groups were being recorded for transcription purposes, in-the-

moment notes were also taken to see if there were common ideas that were expressed, or 

attitudes that were evinced that overlapped from one group to another. There were three 

things that stood out: first was that almost everyone expressed faith in large 

organizations, regardless of type, when it came to their privacy protection; second was 

that almost no one reads the terms and conditions on websites because theyôre considered 

too dense and impenetrable; third was that the trade-offs that were considered fair, that is 

to say they generated low levels of concern. The NVivo data showed that trade-offs 

corresponded most closely to low concern 64% of the time, double the frequency they 

were related to moderate concern. Thus, the idea that someone can be hacked, scammed, 
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have their data stolen, get spam or other ideas that were discussed during the focus 

groups were considered fair trade-offs for what they believed they were gaining in return. 

Revisiting the Guiding Questions  

Based upon the focus group transcripts, there were clearly some situations that 

generated a greater concern for protection of privacy than others. These were, 

predominately, related to banking and health care apps and websites. There was a marked 

concern among all focus group participants that sharing certain types of data could 

potentially expose them to some harm, however this was paired with a belief that large 

organizations, regardless of type, would protect their data and would be less likely to be 

hacked in general. There were limits on this trust, however ï they were unwilling to share 

what they considered to be information unique to them, like social security numbers. This 

trust in large organizations, even with uniquely personal data, was particularly true of 

banks and health organizations, hospitals in particular. Per one student, ñI wouldnôt share 

my social security number with Cirque de Soleil. But I would do it with my doctor or 

with the bank,ò a sentiment which was mirrored by other participants in other focus 

groups (Group 3, February 21, 2023). Several participants in the focus groups expressed a 

worst-case scenario fear that all of their money would somehow disappear out of their 

bank account(s); this was somewhat countered by a few undergraduate students who also 

expressed the belief that since they have nothing, financially, it wouldnôt matter, and no 

one would bother to try. 

When it came to online shopping, there was a clear divide between level of 

information requested and familiarity with the company. As one person stated, ñI find 

myself sometimes not buying something because I donôt know the company and I donôt 
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want to give them my informationò (Group 6, April 3, 2023). Conversely, there was the 

same attitude towards large organizations here as well, ñ[i]f itôs a bigger company, then I 

feel like thereôs not a reason to worryò (Group 2, February 21, 2023). 

Social media was a completely different concern for participants, ranging from 

low concern to moderate concern. There was a feeling that being on social media is an 

integral part of life, which was mirrored very closely by the majority of the younger 

participants; it was the older participants (aged 50 plus) who felt that social media was an 

unnecessary choice. The younger audience did acknowledge that there are troubling 

issues with social media, in general, however they also expressed that the issues were 

mostly about logging in (using Facebook to log into various websites) and personalized 

ads (which were surprisingly popular). Overall, there was a low level of concern 

associated with social media; as one student stated, ñI feel like I have to be a part of all 

these things to keep up with the pace of the world. Because otherwise itôd be a very 

uncomfortable experienceò (Group 5, February 22, 2023). The older audience also had 

issue with social media, Facebook in particular, however here again it was mostly in 

relation to targeted ads (which were mostly unpopular). 

It was unclear what could move people from low levels of concern to higher 

levels of concern and then to action. When the topic of motivation was raised, no one was 

able to say what it was that would get them to protect their data. For the older audience, it 

was clear that reputation was a key to their motivation. There was consensus among the 

group when one woman said, ñI am concerned about being associated with a company or 

something that I would not normally want to be associated with, without me having 

vetted thatò (Group 6, April 3, 2023). For the younger audience, it was harder to find one 
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thing that might motivate them, as they are aware of what theyôre giving up and why: 

ñYou already know you have to give up your privacy because you want to use whatever 

that website or app is, so you donôt really have a choiceò (Group 2, February 21, 2023). It 

was also unclear what types of incentives could be used to motivate people to protect or 

relinquish their data. While some people considered cash a valid incentive, the fact is that 

most people were seemingly uncaring of the potential effects of relinquishing their data 

rendering incentives moot: ñFrankly, I donôt care about my privacy. Theyôre going to use 

the data how they want anywayò (Group 7, April 8, 2023). 

This works in conjunction with the idea that most of the people in the focus 

groups expressed low to moderate levels of concern overall; as an older participant 

expressed, ñAt this point, I think we just throw our hands up in the air and say, ówhat 

does it matterô?ò (Group 6, April 3, 2023). When it came to the idea of incentives, people 

expressed very low levels of concern and tended to use apathetic, neutral language. 

Motivation went almost completely unexpressed; when it was discussed, it was also with 

either apathetic or neutral language, ñ[y]ou hope your information doesnôt get out there, 

but whateverò (Group 6, April 3, 2023). Emotions, however, did tend to be specifically 

associated with positive or negative language, depending on the attitude or emotion 

expressed. The most commonly expressed attitudes were feeling, knowing, thinking, 

sharing, risk, and personal. The most commonly expressed emotions were fear and worry. 

As the majority of people acknowledged that they give their privacy away on a daily 

basis, it was interesting to see that the emotions expressed were primarily negative. The 

idea of being unable to maintain privacy was expressed during all seven focus groups, 
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which was perfectly encapsulated in the idea that, ñitôs a little hard to avoid [relinquishing 

oneôs data] these days, when everything is identity basedò (Group 6, April 3, 2023).  

There was also the idea of trade-offs. Most of the participants showed low levels 

of concern when it came to the idea of trade-offs, especially because, as one student said, 

ñthe trade-off is based on whatôs in front of me at the momentò (Group 1, February 20, 

2023). There was an acceptance of and tolerance for the trade-offs that were made to get 

what they wanted ï for example, it was perceived as fair that they would have to share a 

certain amount of information to get access to a website or app, however only to a certain 

limit and only on certain sites. For example, as one student stated, ñI feel like with your 

health, itôs so important to have all the information they can possibly have. But with 

social media, you donôt necessarily need as much and itôs not as important of a trade-offò 

(Group 5, February 22, 2023). The limit varied as previously stated, based on individual 

perception. Another participant phrased the idea of trade-offs best when she said, ñthe 

cost benefit analysis you do is definitely dependent on the contextò of what app or 

website is being used (Group 4, February 22, 2023). 

Caveats 

 There are several caveats which need to be applied to this research. The first is 

that all the participants spoke fluent English and are (seemingly) integrated members of 

American society. Speaking with non-English speakers who live in the US and are 

potentially less integrated into American society might generate different outcomes than 

those who participated. For one thing, itôs unclear if the concept of online privacy is 

understood in the same way, or perceived in the same way, for those for whom reading 

the terms and conditions might be the equivalent of reading with their eyes closed. 
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 Second, most participants were in college and had some sense of data privacy; 

only 11% of the participants had only some or no college education. Adding more people 

who do not have a college degree would be useful, especially to get a sense of how 

information of this type is shared outside of classrooms. While the results of the student 

groups were repeated during the focus groups with the older audiences, there were not 

enough focus groups with older audiences to make definitive statements especially about 

sharing information outside of academic settings. This leads to the third caveat, which is 

that only 34% of the participants even in the older groups were above college age. In 

order to have a truer sense of what all age groups think, having a more balanced age 

range would be helpful. This could entail finding audiences within specific age ranges 

and ensuring that equal numbers of each age range were part of the focus groups. 

 In addition, it might be interesting to add a psychographic overlay onto the focus 

groups. While it had initially been considered, the decision was made to focus on privacy/ 

anonymity and not add that layer of detail during the focus groups. However, adding a 

psychological layer (e.g., high usage of social media, propensity towards online 

shopping, or comfort with technology) to the audience profile could introduce an 

additional dimension. The concern with this is that it could be considered a violation of 

someoneôs data privacy. 

 A potential limitation for this research is that it did not put a psychographic 

overlay onto the research, and it did not take certain potential hidden biases into 

consideration. The psychographic overlay could include things like preference for online 

versus offline use of organizations, frequency of online shopping, preference for social 

media usage, attitudes towards personalized ads, attitude towards certain organizations, 
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etc. The potentially hidden biases might include things like a lack of understanding about 

how companies use data, thus ensuring potentially creating a lack of concern regarding 

oneôs own data. Another hidden bias could be related to age ï people of a certain age are 

more likely to be familiar with technology and have a been both habituated to accept 

terms and conditions (Wood & Neal, 2007) and nudged to not be concerned about 

potentially negative impacts (Reeck et al., 2023).  

Conclusion 

Creating a typology from the focus groups proved harder than anticipated, as the 

majority of the terms selected had low to moderate levels of concern associated with 

them (leaning towards low). While this isnôt necessarily a problem, it is not clear if the 

typology generated is fully representative of general consumer perception or if the 

terminology used was a function of who participated in the focus groups. Given that 

current literature does not delve into the language choices consumers use to describe 

digital data privacy, this issue appears common. Creating a common language that 

researchers can use to describe data privacy would be a help to further research. While 

this research will help, it is not definitive; more work must be done. 

 Furthermore, the vast majority of participants in the focus groups admitted to not 

reading the terms and conditions and/ or privacy policies of websites. In fact, they 

explicitly stated that only documents (contracts) related to home (mortgage, lease) were 

fully read; there was no follow-up regarding banking and hospital paperwork, which 

could reveal interesting insights in future research.  

 Another interesting use of the data would be to formally collate the concepts 

discussed and create a larger set of focus groups or surveys to determine if these concepts 
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are generic to all people. The expanded audience should include a broader, more diverse 

audience, ensuring that people with different perceptions of privacy are included. This 

would allow for a truly representative common language for researchers to use when 

writing about data privacy.  

The Privacy Paradox Might Not Be Paradoxical After All 

One of the biggest take-aways from the focus groups was that the privacy paradox 

might be overstated. While there is a good deal of literature regarding the paradox, itôs 

unclear if there really is a paradox anymore. It would seem, given the commentary in the 

focus groups, that consumers have become so habituated to sharing their information to 

get what they want that they donôt think about their privacy in terms of something to be 

given away in return for something. Participants in the focus groups tended to think of 

privacy as something that was a nice idea but a non-existent reality. That said, there were 

two areas where the focus group participants were more focused on controlling their data: 

health and wealth. They were desirous of having more control over their privacy in these 

areas, however they were unsure how that would work and how it would impact their 

ability to get personalized information. It would be interesting to investigate if 

perceptions of privacy are related to format (digital versus paper), type of data (health, 

wealth, educational, etc.), frequency of share, or outcomes of sharing (generating more or 

less personalization). 

Based on focus group participant comments, there is a correlation between the 

willingness to share data and the desire for data personalization. Conversely, and 

ironically, there also appears to be a correlation between the desire for data 

personalization and concerns about data sharing. If there is a privacy paradox, it is this: 
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people want data personalization and are concerned about over-sharing of data, however 

they over-share their data because they want the data personalization.  

Contribution to Research 

A key goal of the focus groups was to create a common language that could be 

used to ensure that all researchers were talking about consumer attitude towards data 

privacy with the same concepts. This is an existing gap in the literature; there is some 

literature related to the concept of the language consumers use to talk about data privacy, 

it is not, however with the idea of making research easier. While the reality of creating a 

typology proved harder than expected, there were common terms and ideas that were 

expressed. This could be used for future research to refine the ideas of language related to 

data privacy from the consumerôs perspective.  

Another contribution to research is the finding that habituation has rendered the 

privacy paradox potentially moot. As consumers become more and more accustomed to 

having to give up their data privacy to get higher levels of personalized service from 

systems as common as their mobile phones, the paradox is less about why consumers are 

willing to share and more why wouldnôt they share. Using this knowledge, future 

research can look at different aspects of the privacy paradox to determine if itôs from the 

consumer perspective that the paradox is potentially null or from all perspectives (e.g., is 

the paradox still null if looking from a corporate perspective?). 
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CHAPTER 4 

CONSUMER MOTIVATION AND THE PRIVACY PARADOX:  

DETERMINING PREFERENCES TOWARDS DATA PRIVACY 

The ability to control oneôs own data privacy in the United States seems to be in 

opposition to how organizations would like things to be structured ï organizations have 

spent years coaching people how to behave vis-̈-vis personal data privacy (Zuboff, 

2019). That is to say, organizations have been training people to believe that there is no 

such thing as data privacy. Over the years, there have been two opposing push and pull 

factors affecting consumers regarding data privacy. The push away from protecting data 

privacy has been the habituation organizations have taught consumers, particularly in 

terms of accepting terms and conditions without concern (Reeck et al., 2023). The pull 

towards protection comes from the fact that consumer data privacy breaches have become 

more common, leading people to be concerned about their privacy (Prince et al., 2021). 

Defining of the variables or attributes that make up the push/ pull is one of the key goals 

of this research into consumer motivation towards data privacy. Another key goal is, once 

those attributes are defined, to determine what motivates consumers to make the choices 

that they do regarding their data privacy. 

There is a significant amount of research looking at a wide variety of types of 

variables in relation to data privacy. For example, Dinev et al. examines the idea of 

ócontrol over information disclosureô (2013, p. 300), Taddicken studies the idea of óself-

disclosureô (2004, p. 250), Sindermann et al. focuses on ócomprehensive control optionsô 

(2021, p. 1456), and Elvy discusses the idea of connective devices as the backbone of the 

Internet of Things (2017). These scholars each break these concepts down into a series of 

choices or decisions that the consumer must make in relation to their data privacy ï that 
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is, the level of concern about data privacy. The concept of óprivacy concernô, in relation 

to ódisclosure of personal information onlineô, must take many variables into 

consideration (Bansal et al., 2016, p. 3 ï4), such as concern, trust, control, reputation 

management, and more, are the core of past research.  

The question of how people behave in relation to each of these ideas is tied to 

how they are defining data privacy (Sindermann et al., 2021), how knowledgeable they 

are about their data privacy rights (Prince et al., 2021), and how organizations collect and 

use consumer data (Keen, 2022; Elvy, 2017; Akhter, 2014). Per Prince at al. (2021), the 

more someone uses the internet (outside of social media), the less likely the person is to 

care about their personal data privacy. Their research also examines the intersection of 

knowledge of privacy regulations and knowledge of how organizations collect and use 

data, and if this makes the consumer more protective was of their data. The corollary to 

this is the idea that a consumerôs apprehension regarding data privacy is not directly 

related to their likelihood of taking action to protect their data privacy (Sindermann et al., 

2021; Marwick & Hargittai, 2019; Dinev et al., 2013). 

Thus, there are myriad concepts related to the idea of privacy, from control to 

knowledge to behavior. As discussed in Chapter 3, regarding Study Oneôs focus group, 

having a broad age range for the study participants is not necessarily related to how 

people express their ideas about data privacy. This correlates to the many articles in the 

literature which chose to only test their theories with college students. While only testing 

on college students is a valid means of testing ï as in the primary audience for Study 

One, it does limit the outcomes to a specific generation of users. This is an audience 

accustomed to being online and having to share information regardless of a desire to 
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share. One could say, per Reeck et al. (2023), that they are habituated to certain online 

behaviors. Keen (2022) argued that younger internet users have been habituated to 

accepting terms and conditions and privacy policies since infancy and thus do not find 

ñtheir interactions with businesses as meaningful within the context of privacyò (p. 53). 

People who have been online the majority of their lives, which is anyone who was born 

after 1994, will likely perceive data privacy and how it affects them (or how it does not 

affect them) differently.  

There is a corollary to this ï the more habituated consumers are to the internet, 

websites, and apps, the more they feel they are involved with these systems (Reeck et al., 

2023; Akhter, 2014). This involvement can lead consumers to a belief that they are able 

to make more informed judgements about what personal data to share and with which 

companies, apps, etc. they should or should not share that data (Keen, 2022; Akhter, 

2014). It is this habituation to the internet and mobile apps combined with the typology 

created by the focus groups research in Chapter 3 that led to this studyôs choice of 

variables and the decision to find an expanded audience, which would allow for more 

diversity in responses.  

Further, preconceived ideas about products or product attributes increase as 

complexity of concepts related to the products or attributes increase (Gerlach et al., 

2019). Thus, consumers are more likely to ascribe similar beliefs to a variety of items that 

might be, in all reality, quite disparate. Categories are created by consumers, placing 

similar constructs or attributes into shared buckets (Gerlach et al., 2019). A reason to 

focus on consumer preference towards mobile app attributes is that while most consumers 

donôt typically take how their data is collected and used by apps into consideration (for 
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example Sindermann et al., 2021; Gerlach et al., 2019; Dienlin & Trepte, 2014) they do 

pay attention to more generic attributes (for example Mrkva et al., 2021; Chaterjee et al., 

2021). 

The measurements for consumer attitude towards data privacy include knowledge, 

behavior, attitudes, emotions, and incentivization (Adjerid et al., 2016; Akhter, 2014; 

Dinev et al., 2013; Norberg et al., 2007). A missing piece of the puzzle is what 

combination of these ideas actually drives people to action (intention versus action). 

Measuring what drives people to action (actual outcomes, not intended outcomes) is the 

basis of the research framework. The issue is that people are far more likely to be 

disingenuous in their responses than not (Acquisti et al., 2020; Gibbons, 2019; Dienlin & 

Trepte, 2014; Norberg et al., 2007). Another issue is correlating the attributes and 

consumer attitudes towards data privacy. 

It is unclear, based on existing literature (e.g., Bansal et al., 2016; Dinev et al., 

2013; Culnan & Bies, 2003; Smith et al., 1996), if American consumers who are 

unfamiliar with their digital data privacy rights are capable of expressing what it is about 

their data privacy that they would like to protect, from whom and how. Of the concepts in 

the existing literature related to the idea of data privacy, two stood out as the most 

frequently cited: trust (Marwick & Hargittai, 2019; Bansal et al., 2016; Dienlin & Trepte, 

2014) and incentivization (Massara et al., 2021; Mrkva et al., 2021; Rosenthal et al., 

2020; Barth & de Jong, 2017). Both trust and incentivization can be broken down into 

more complex concepts ï for example, trust includes the idea of influence (Dienlien & 

Trepte, 2014) while incentivization includes the idea of simplicity (Mrkva et al., 2021). 
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Building on the Typology of Privacy 

One of the issues encountered during the focus groups in Study One, which were 

used to define the variables for this research, was that participants were mostly unable to 

express what about their privacy they held dearly. They were unable to fully articulate 

what would make them protect or relinquish their data privacy. While there were ideas 

that were explained, such as protecting oneôs reputation or a general unwillingness to 

overshare with companies, how they protected their reputation or didnôt overshare with 

companies was not articulated. Further, the focus group participants were unable to 

specify what about their privacy they were protecting, especially considering that they 

were mostly unaware of precisely how data collection works, or how it affects them. 

From this inability to express what was being protected came the idea of looking 

at data privacy as a construct broken down by preference for or against attributes of 

mobile apps that consumers use frequently. The idea then was to find the key dimensions 

for the mobile apps, which would be broken down further into unique attribute concepts 

for the experiment. The two most frequently cited concepts of trust and incentivization 

were decided upon as the guiding concepts for the attribute breakdowns. 

Conceptual Framework 

The discoveries made during Study Oneôs focus groups informed the direction of 

the current study, as it became clear that the mobile apps which most concerned people 

were health and finance. While only two mobile app types were needed for the 

experiment, it seemed logical to add a third allowing for greater clarity of consumer 

preference and one where people were likely to be slightly less concerned. This led to the 

creation of the current paradigm; it would include three mobile apps (health, finance, and 
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travel) and similar attributes associated with each mobile app. The attributes were chosen 

based on concepts discussed by focus group participants and the existing literature.  

When selecting the attributes, it was key that they fall into the two previously 

chosen dimensions: trust and incentivization. Each attribute was selected for its relevance 

to data privacy literature and/ or it was something the focus group participants had 

mentioned. The attribute choices for trust broke down as follows:  

¶ Ease of use (Akhter, 2014; Badura, 2001; Groups 1 ï 7, February 20 ï 

April 8, 2023);  

¶ Familiarity with the appôs publisher (Rosenthal et al., 2020; Gu et al., 

2017; Milne et al., 2009; Smith et al., 1996);  

¶ No personal data is stored (Bansal et al., 2016; Bansal & Zahedi, 2014; 

Norberg et al., 2007; Smith et al., 1996; Groups 1 ï 7, February 20 ï April 

8, 2023);  

¶ Offers two-factor authentication (Elhai et al., 2016; Groups 3 and 5; 

February 21 ï 22, 2023).  

The attribute choices for incentivization broke down as follows:  

¶ Perks are offered by the app (Tomaino et al., 2023: Acquisti et al., 2020; 

Athey et al., 2017; Adjerid et al., 2016);  

¶ Recommendation by a trusted source (Bansal et al., 2016; Groups 1 ï 5, 

February 20 ï 22, 2023);  

¶ Allows for family sharing (Groups 1 ï 5, February 20 ï 22, 2023);  

¶ Fear of missing out (Marwick & Hargittai, 2019; Barth & de Jong, 2017; 

Groups 1 ï 7, February 20 ï April 8, 2023). 



   

51 

 

While there was a broad spectrum of attribute choices available from the literature and 

focus groups, the final choice of attributes was a balance between the literature and the 

focus groups in study one. Also, keeping the attributes for each dimension at 4 ensured 

respondents wouldnôt lose focus during the survey. In addition, each of the 8 attributes 

contributes to data privacy research ï this includes items that were primarily driven by 

the focus groups. 

The aim of the current study was to determine if there were some attributes that 

consumers were more concerned about than others ï and if those could then be directly 

tied to data privacy behaviors through a Pareto-optimal choice-based conjoint ratings.  

Hypotheses 

It seems, given modern society and how business is done, that organizations are 

working to train consumers to be habituated to the idea of accepting terms and 

conditions, privacy policies, legislation, etc., without reading or fully understanding these 

things (Keen, 2022; Zuboff, 2019; Bansal et al., 2014). Consumersô tendency to not 

participate in the implicit social contract ï i.e., read the terms and conditions before 

agreeing to them ï combined with a lack of education about how data are collected, is 

acknowledged in the existing literature (Steinfeld, 2016). This was reinforced, as 

previously stated, during the focus groups. Choosing to not read the terms and conditions 

raised an interesting concept ï if people arenôt concerned with what the terms and 

conditions state, what is driving their preference for one app over another and how does 

that preference play into their attitudes towards data privacy? 

Another topic raised during the focus groups was that of trust. Trust is a 

complicated concept when it comes to mobile apps. It was unclear if people were 
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discussing trust in apps, trust in other peopleôs beliefs towards apps, trust in the ratings 

that an app had received in an app store, or something else. It was clear, however, that 

trust was a concept about which many expressed concern. The role of trust in data 

privacy, as previously discussed both above and in the breakdown of the chosen attributes 

falling into the trust bucket for Study Two, is varied.  

Incentives were another concept that came up frequently in Study One, where 

incentives were defined as that which motivates someone to use a particular app. There is 

an inherent irony in the digital data privacy conversation: people seem content to 

relinquish their privacy when they feel incentivized to do so. Given the right set of 

motivations, a consumer can be convinced to share their information freely (Athey et al., 

2017). This is part of the issue of attitude versus behavior: consumers gain benefits that 

are often specious and known only to them (Beke et al., 2022). Incentivization and 

motivation are not always readily visible or understandable to the observer; they can take 

on unique and personal forms that need to be discussed to be understood. For some 

people motivation might be access to an app (e.g., Uber), for others it might be 

acknowledgement by a group of social peers via a social sharing app (e.g., Instagram) ï 

this could be considered a situational incentive or motivation.  

This leads to some interesting research questions that we seek to answer in the 

current study. For example, what attributes are people considering when looking at 

downloading apps? Do these attribute preferences vary across different categories of 

apps? How do people rate privacy in relation to other attributes when considering 

downloading an app? What are people willing to trade off to get an app that they want? 



   

53 

 

Consumer choice of mobile app attributes varies by type of app ï attributes seem 

to be contextual. During the focus groups, the concept of trust, security, and 

incentivization were raised by almost all participants. The comments regarding each 

were, in part, predicated on the type of app they were discussing. Apps for finance and 

health were discussed in conjunction with trust and security while apps for other things, 

like social media, were discussed in conjunction with trust and incentivization. This 

mirrors the extensive existing literature which talks about data privacy, apps, and 

consumer preference in a variety of ways; for example, looking at protecting a childôs 

digital privacy (Pimienta et al., 2023), looking at European control of app data 

(Brandtzaeg et al., 2018), or how consumers perceive consumption of their data by 

companies (e.g., Acquisti & Grossklags, 2005). Together, these insights lead to two main 

hypotheses. 

H1: Attribute importance varies based on type of app. 

H2: While people rate data security as important, they are willing to tradeoff data 

security for other attributes like ease of use and promotions. The degree of tradeoff varies 

by app type. 

In summary, concerns about data privacy are driving the second stage of this 

research. Specifically, I examine how concerned a consumer needs to feel about the 

attributes associated with the apps they are using in order to protect or relinquish their 

data privacy, as well as in what direction. In other words, is the concern to protect oneôs 

data privacy coming from a company pushing the consumer to give up their data privacy 

(for example, lack of personal data encryption in an app could have a negative 

perception, generating higher levels of concern) or from the consumerôs desire to ensure 
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that a company doesnôt get more information than necessary (for example, personal data 

encryption in an app could have a positive perception, generating lower levels of 

concern)? These types of levels of concern are related to control and to who is controlling 

the conversation: the consumer or the organization. This is, in part, based on the type of 

organization and consumer ï not every app has or needs the same levels of control. 

Pilot Study: Identifying Key Attributes for Mobile Apps 

Given the difficulty in determining the better attributes, it was decided that a 

survey using both a Likert scale and ranking scale would drive more accurate results. 

Before measuring trade-offs, the intent was to establish preferences ï what attributes of 

apps did people determine to be more important to them. The survey asked respondents 

to use a Likert scale to measure preference towards attributes of three types of apps: 

finance, health, and travel. The first two choices of app were based on the outcomes of 

study one ï respondents clearly expressed concern about their ability to control their 

privacy in relation to health and wealth; this follows the existing data privacy literacy 

which mentions these frequently (e.g., Massara et al., 2021; Marwick & Hargittai, 2019; 

Martin & Shilton, 2015; Norberg et al., 2007). Travel was selected as the third option as it 

has many aspects in common with health and wealth, specifically storage of personally 

identifiable data; it also crops up in the existing data privacy literature (e.g., Martin, 

2016). 

As previously discussed, the attributes were predicated on both the existing data 

privacy literature and the comments in the focus groups, some of which directly mirrored 

the existing literature. For the Likert scale, there would be three sets of attributes for each 
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app type. The majority of the attributes were common to all three app types, however 

there was some variance based on things like types of personal data.  

Attribute choices for experiment: 

Trust: 

Ease of use 

Trust 

Security 

Two-factor authentication 

 

Incentivization: 

Advertisements  

Perks and promotions 

Popularity 

 

As with the pilot study, respondents were given instructions regarding the 

experiment giving explicit detail about how each of the attributes was being defined. The 

Likert scale used was a generic balanced 7-point scale ranging from extremely 

unimportant to extremely important, with a neutral option in the middle. Respondents 

were asked to measure their preference on a slider for each attribute individually. The 

sliders had the number (1 to 7) above them, as well as the words extremely unimportant 

over the 1 and extremely important over the 7. 

At the start, there was a description of the three types of apps that would be used 

for the experiment. Then there was an explanation of the process respondents would be 

following: 

Please read the following carefully. 

Assume you are interested in downloading new apps for finance, health, and 

travel. Each app is free to download and use, while some features of the app 

require payment.  

 

There are a variety of attributes that define an app; for this survey, there are 7 

options listed that are the same for all three app types. 

 

The attributes are: 
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Ease of use ï the app isnôt complicated and doesnôt require extensive instructions 

to use 

Trust  ï the app performs consistently 

Security ï any personal information that is stored is protected by encrypted code, 

ensuring all data is safe 

Two-factor authentication ï this requires more than one way to login, each time 

the app is accessed 

Advertisements ï the advertisements on the app are less intrusive and do not 

hinder the ability to continue using the app 

Perks and promotions ï the app provides perks to the user that can include 

discounts, loyalty points, or other benefits 

Popularity ï the app is rated highly and many members in close social proximity 

use this app 

 

Everyone has their own idea of what makes an app appealing; for the purposes of 

this survey youôre stating which ones you prefer the least or most. 

 

As part of this task, you will be asked to make three independent decisions - each 

decision represents one app. 

 

In each decision, you will be asked to indicate your relative preference for each 

attribute listed. 

 

Youôre going to rate the attributes on a scale of 1 (extremely unimportant) to 7 

(extremely important).  

 

At this point, the survey moved to the questions. Each question included examples 

of apps that they might consider downloading. Each app type included real product 

names to ensure that respondents were fully aware of what the research was asking them.  

Assume youôre going to download a new finance app, something like Copilot (a 

budgeting app), Rocket Money (a money management app), Chronicle (a 

budgeting app)  or Robinhood (a crypto and investing app).  

 

Indicate the level of importance you would give to each of these attributes when 

choosing a finance app. 

 

1 means the option is extremely unimportant to you and 7 means it's extremely 

important to you. 

 

Ease of use 

Trust 

Security 

Two-factor authentication 
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Perks and promotions 

Advertisements 

Popularity 

 

Assume youôre going to download a new health app, something like Calm (a 

meditation app), FoodNoms (a nutrition app), Yoga Studio (a fitness app), or 

Heartify (a heart health app).  

 

Indicate the level of importance you would give to each of these attributes when 

choosing a health app. 

 

1 means the option is extremely unimportant to you and 7 means it's extremely 

important to you. 

 

Ease of use 

Trust 

Security 

Two-factor authentication 

Perks and promotions 

Advertisements 

Popularity 

 

Assume youôre going to download a new travel app, something like Flighty (a 

flight tracking app), Wanderlog (a travel planning app), inRoute (a road trip 

planning app) or Pin Traveler (a travel tracking app).  

 

Indicate the level of importance you would give to each of these attributes when 

choosing a travel app. 

 

1 means the option is extremely unimportant to you and 7 means it's extremely 

important to you. 

 

Ease of use 

Trust 

Security 

Two-factor authentication 

Perks and promotions 

Advertisements 

Popularity 

As the focus groups were primarily with college age students, and a limitation of Study 

One was that a broader age range would have benefited the research, the decision was 

made to send the pilot study via SONA. Participants were given 1 credit per hour, or .25 

credits per quarter hour. The expected time to complete the survey was 15 minutes.  
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All participants provided informed consent prior to participating in the survey. We 

also collected age range, gender, and education level information, despite participants 

coming from SONA, as it would accurately measure participant demographics without 

having to rely on data pulled in from SONA. 

To ensure everything worked throughout the study, we opened 10 slots initially. 

These first participants were removed from the results, as the experiment was edited after 

their completion to reflect issues with the study. 

The edit to the survey was statement randomization, so that respondents werenôt 

seeing the same first choice. For the sending of the experiment, there were 90 time slots 

available for students; all 90 were taken. Of the 90 students, 87 completed the survey. All 

87 were counted, as there were no missing responses. The demographics collected from 

the respondents were: 

Gender: Male: 41; Female: 46 

Education: College degree: 4; Some college: 67; High school diploma: 16 

The caveat for the 16 people who said they had a high school diploma is that the 

respondents were all students at a public university in Pennsylvania at the time of the 

study. In other words, there were 83 people who had some college, and 4 with a college 

degree.  

Summary of Pilot Study 

A 7x3 repeated measures ANOVA was done, to determine if there was variability 

among the attributes and app types, and if there was significance in this. When 

conducting the 7x3 ANOVA, there were the previously stated seven attributes and three 

app types. The F values showed variability and the P values demonstrated that there was a 

strong significance when looking at the type of app in conjunction with the attributes (see 
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Table 8). While there was variability in the responses, it was lower than might have been 

found had there been more heterogeneity in the respondents. In looking at the estimated 

marginal means of the attributes by app type, it came clear that the variation was 

occurring at the app type level and that the Finance app was causing the majority of the 

variation, particularly for Trust and Security (see Figure 6). 

 Further one-way repeated measures ANOVA testing was done on each attribute to 

see if there was variability within app types and attributes. There was variability, 

particularly with Security and Popularity; there was very little variability with Two-factor 

Authentication or Advertisements. 

The choices of attributes for the Likert were predicated on both the existing 

literature and the focus groups from Study One. Based on both things, the expectation 

was that Trust and Security would matter the most to respondents, however this was not 

the case. Ease of Use turned out to be the most popular option for Health and Travel, with 

average scores of 6.1 and 6.3 respectively, while Trust and Security edged Ease of Use 

out for Finance (see Figure 7). In the Finance app, Trust, with an average score of 6.3, 

and Security, with an average score of 6.4, were considered the most important attributes, 

followed by Ease of Use with an average rating 5.9. 

 

Table 8. 

 

7x3 Repeated Measures ANOVA Results. 

Attribute  Source F P value 

Likert 

  

App Type 42.89 <.001 

Attributes 79.189 <.001 

App Type x Attributes 14.53 <.001 
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Figure 6. Estimated Marginal Means of Attribute Importance by App Type. 

 

 

Figure 7. Average of Attribute Importance Score by App Type. 
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The results of the Likert were clear; however, they could have been clearer. It is 

likely this was related to the language used to describe each of the attributes, as well as 

the addition of an attribute that could be considered a sub-set of another. Further, it is 

unclear if there is an age component to the responses, as the respondents were all between 

the ages of 18 and 24. 

When considering how to best to create the main study, the results of the pilot 

study were instrumental in determining that the language used to describe each attribute 

needed to be carefully reviewed. It was determined that the language had to change as it 

was felt that the pilot study language was unclear and could potentially be misconstrued. 

There were concerns that the language was not specific enough to ensure respondents 

were interpreting the information in the same way. Before moving forward with the main 

study, the new language had to be determined. While most of the attributes remained the 

same, one was removed (Two-factor Authentication) and one was changed (Trust became 

Reliability). The descriptors for each were also changed, quite significantly, with the aim 

of making each attribute clearer and more obvious.  

Choice Based Conjoint: Measuring Tradeoff between Attributes 

In the behavioral experiment, the goal was to discover what trade-offs consumers 

are willing to make to get what they want. The intent was to look at which aspect of a 

consumerôs data privacy is most important to them and how much of that privacy they are 

willing to risk in return for access to an app they want or need to use. 

Both hypotheses, which both attribute preference and consumer willingness to 

trade off data security for other attributes are related to app type, lead to a need for 

greater clarification of terminology and measurements. For example, we must define the 
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amount of knowledge about data collection and data usage (by organizations), depth of 

information required, and ability to control oneôs own data required to be considered 

unconcerned about oneôs privacy. The goal was to determine what consumers consider to 

be the key tradeoffs that express their attempt to control their data privacy, through a 

Pareto-optimal choice-based conjoint experiment.  

A conjoint analysis is an experiment that looks at what consumers are willing to 

give up in order to get what they want. Conjoint analyses are better at determining trade-

offs than Likert scales and/or open-ended questions. The benefit to a conjoint is that is 

allows for unique attributes to be measured (Crawford, 2015; Lohrke et al., 2010). A 

potential downside, however, must be accounted for ï the consumer might make specific 

choices in the experiment and then do the complete opposite in their everyday life (Yu-

Cheng et al., 2017; Crawford, 2015). This is predicated on choice, a complex idea with 

myriad factors; for example, perhaps in a conjoint experiment a consumer preferred the 

attributes of Product A but then purchased product F. They may have a strong brand 

affinity to Product F, or perhaps it evokes a memory for them. While it is relatively easy 

to generate a measurement of choice, it is significantly harder to be certain that that is 

what the respondent would do in daily life. To help bring an experiment closer to what a 

consumer would do in óreal lifeô, a no-choice option must be included (Louviere, 1988).  

Choice-based conjoint (CBC) experiments are used when specific attributes are 

assigned to the options available; the goal is to have consumers rate each option on some 

predetermined scale (typically 1 to 100) demonstrating their preference towards or away 

from specific attributes (Sichtmann et al., 2011). When creating choice sets, there are a 

variety of options, including having 12 different choice sets made up of variations of all 
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of the attributes or having only two choice sets made up of a smaller set of variations of 

the attributes. The version of only two choice sets is referred to as Pareto-optimal, i.e., 

choice sets in which no one option offered is all positive or all negative (Krieger & 

Green, 1991). By removing the extremes, and including the no-choice option, outcomes 

are more likely demonstrating what consumers are willing to go without to get what they 

want and tends to be more representative of óreal lifeô. 

Main Study: Choice Based Conjoint and Attribute Preferences 

Based on the results of pilot study, it was felt that creating a Pareto-optimal CBC 

would work best. The CBC would include the three most frequently chosen attributes: 

Ease of Use, Reliability, and Security; a fourth attribute was also needed, and Perks and 

Promotions was chosen as Popularity was considered too difficult a concept to explain 

succinctly in a CBC. To make the attributes relevant for choice-based decisions involving 

mobile apps, we measured trust using the reliability of an app, data privacy using the 

perceived security offered by the app, and incentives using the perks & promotions 

offered by the mobile app. Thus, the study was created including updated language used 

to describe each of the attributes in the Likert, and a Pareto-optimal CBC was crafted. 

The Pareto-optimal CBC attributes are broken down in Table 9. 

While the instructions remained mostly the same, there were edits to the attribute 

descriptions, as follows: 

Ease of use ï the degree of effort required to use the app 

Reliability  ï the degree to which the app performs consistently without crashing 

Security ï the degree to which data is encrypted and safe 

Perks and promotions ï the degree to which the app provides rewards, 

discounts, and freebies 

Advertisements ï the degree of intrusiveness of ads on the app  

Popularity ï the degree to which the app is liked and used by others 
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The survey then segued into the questions, retaining the same three app types (finance, 

health, and travel). Each respondent was given a Likert and conjoint question. 

Respondents were given one of two versions of the conjoint question, as a Pareto-optimal 

CBC was employed.  
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Table 9. 

 

Choice Set Breakdown and Reporting Name. 

 Choice Set Name Choice Set 

Breakdown 

Reporting Name 

Choice 

sets of 3 

high and 1 

low 

Option A Low reliability, high 

security, high ease of 

use, high perks and 

promotions 

rSEP 

Option B High reliability, low 

security, high ease of 

use, high perks and 

promotions 

RsEP 

Option C High reliability, high 

security, low ease of 

use, high perks and 

promotions 

RSeP 

Option D High reliability, high 

security, high ease of 

use, low perks and 

promotions 

RSEp 

None of these None of these None  

Choice 

sets of 3 

low and 1 

high 

Option E High reliability, low 

security, low ease of 

use, low perks and 

promotions 

Rsep 

Option F Low reliability, high 

security, low ease of 

use, low perks and 

promotions 

rSep 

Option G Low reliability, low 

security, high ease of 

use, low perks and 

promotions 

rsEp 

Option H Low reliability, low 

security, low ease of 

use, high perks and 

promotions 

rseP 

None of these None of these None 
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Thus, respondents would either have a conjoint with three low attributes and one 

high attribute or three high attributes and one low attribute (see Appendix B for language 

used). The choices were randomized in the setup of the survey in Qualtrics. 

Building and Sending the Study, Post-Pilot Study 

When building the post-pilot study, there were several options for software 

systems that would allow the Likert scales and CBC to be built and sent. Given that the 

experiment needed to be sent to a wider, more diverse audience than the focus groups in 

study one and the pilot study for study two, the software the experiment was built into 

needed to be able to be modified to allow pulling in certain data and redirecting 

participants back to the system where the respondents were found. While systems like 

SurveyMonkey and MailChimp were looked at, ultimately it was easier and more cost 

effective to copy the pilot study that was built in the Temple University-contracted 

instance of Qualtrics. The edits made to the pilot study were on the back end, putting in 

the necessary coding for identification of respondents and redirection back to the website 

from which they were sent.  

While a wider, more diverse audience was sought for the  experiment, 

determining how many people needed to respond to make it a valid sample size was 

based on the use of Pareto-optimal sets in the experiment. It was determined that a 

sample size of 200 was sufficient to determine consumer motivations towards trade-offs 

to protect or relinquish their data privacy. All respondents would come from an external 

resource allowing for the finding and segmenting of respondents. 

As a broader audience was sought, the choice was made to use a third-party 

system to send the survey. While the participants in the focus groups and the pilot study 
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were almost exclusively found through SONA, the second set of respondents for the 

study needed to be a broader audience than SONA would allow. There were two primary 

options for this: Mechanical Turk (MTurk, an Amazon Web Services product) and 

Prolific Academic (Prolific, an Oxford University Innovation incubator funded 

company). Prolific, in relation to academic research, has a higher quality of respondent 

with a lower churn rate, thus, Prolific was chosen.  

Once all edits for the  Prolific Academic instance of the study were set, it was 

important, based on the relatively homogenous demographics of the focus groups, that a 

series of demographic filters were set to ensure maximal value of responses. The filters 

included: 

¶ All education levels, 

¶ Age range of 18 to 83, to ensure a broad audience age range, 

¶ Use of some device with a screen on a near daily basis, 

¶ A balanced sample between men and women. 

Results of Study Two 

The study was taken by 200 people; two participants were rejected for incomplete 

answers. There were three demographic questions asked during the survey, as previously 

mentioned: age, gender identity, and education level. As per the below, 51% of 

respondents were male, 48% were female, 1% was non-binary, and 1% preferred not to 

state their gender identity. Age was varied, as per the below, with 9% of respondents 

between 18 and 24 years of age, 28% between 25 and 34, 25% between 35 and 42, 22% 

between 43 and 55, 12% between 56 and 65, and 5% being 66 or up. Finally, the 

education breakdown, as per below, was 4% with a doctorate degree, 18% with a 
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masterôs, 47% with a college degree, 22% with some college, and 9% with a high school 

diploma. A demographic breakdown of all respondents is presented in Table 10. 

 

Table 10. 

Demographics Collected in Study Two. 

Education Gender Age 

High school diploma 18 Man 100 18 - 24 17 

Some college 43 Non-binary 2 25 - 34 56 

College degree 93 Prefer not to say 1 35 - 42 49 

Master's degree 36 Woman 95 43 - 55 44 

Doctorate degree 8     56 - 65 23 

        66 - 75 9 

 

The data was analyzed using repeated measures ANOVA and one-way repeated 

measures ANOVA in SPSS, and average of attributes in Excel. The data was examined to 

determine if it was possible to state, with any certainty, what trade-offs consumers 

preferred. The goal was to be able to demonstrate, clearly, where consumer choice is 

more or less apparent. Using hierarchical Bayes methods was helpful here, as it allows 

for óindividual-level part-worth estimationô of attribute choice by respondents (Yu-Cheng 

et al., 2017, p. 30). This type of analysis allows for greater interpretation of the data, as 

well as being able to offer within-subjects insights (Sichtmann et al., 2011).  

There were two parts to the experiment that needed to be interpreted. First, I must 

interpret the stated importance of specific attributes, using Likert scales. Second, I must 

interpret the determination of how trade-offs were made. The Pareto-optimal choice 

based conjoint analysis indicated what consumers would choose in a óreal worldô 

scenario. Together, the two parts provide insights as to the consistency of the stated 
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attribute preferences and the choices made. Both the Likert and the CBC were analyzed 

using the same tools, SPSS and Excel.  

The first test conducted was a measure of frequencies of each variable. There 

were 198 responses that were counted. Because each of the Pareto-optimal CBC options 

was shown based on app type, there was an inconsistent N for the 3H1L and 3L1H choice 

sets. The breakdown was: 

Likert N = 198 

3H1L N = 97 

3L1H N = 101 

 

Both the attribute importance and choice data were analyzed in SPSS using 

repeated measures, and then one-way repeated measures ANOVA. When doing the 

repeated measures, a 4x3 matrix was used for both the Likert and the CBC. For the 

Likert, the variables were attributes (Ease of Use, Reliability, Security, and Perks & 

Promotions) and app type (Finance, Health, and Travel); only the variables that were 

included in the CBC were looked at, to ensure symmetry. For the choice data, the 

variables were choice sets (either {rSEP, RsEP, RSeP, RSEp}, or {Rsep, rSep, rsEp, 

rseP}) and app type (Finance, Health, and Travel). The main effect and the interaction 

show the same outcome. The attribute importance attributes demonstrated a great deal of 

variability within the attributes (see Table 11), as did the choice sets for the 3H1L 

grouping. They both also showed a highly significant P value of below .001. This 

correlates to what was seen when looking at the averages for each. While the 3L1H 

choice sets did not demonstrate quite as much variability as the 3H1L, as was established 

in Table 11, they did show a high level of significance when looking at the app type by 

the choice sets. 
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To find the where the variability was coming from, it was necessary to look at the 

estimated marginal means for each part of the study. When looking at the attribute 

importance scores, it becomes clearer which attribute is considered the most important, 

and which app is driving that consideration. For example, while the Finance app drove 

the importance of Security and the Travel app drove the importance of Perks & 

Promotions, all three apps demonstrated almost equal attribute importance for Ease of 

Use (see Figure 8).  

Table 11. 

 

4x3 Repeated Measures ANOVA Results by Attribute Grouping. 

Attribute 

Grouping 

Source F P value 

Likert App Type 61.412 <.001 

Attributes 276.593 <.001 

App Type x 

Attributes 

38.582 <.001 

CBC 3H1L App Type 5.807 0.004 

Choice Set 76.37 <.001 

App Type x Choice 

Set 

5.39 <.001 

CBC 3L1H App Type 5.164 0.007 

Choice Set 7.738 <.001 

App Type x Choice 

Set 

6.525 <.001 
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Figure 8. Estimated Means of Attribute Importance Score by App Type. 
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 When looking at the attribute trade-offs, it became even clearer. The three high 

one low (3H1L) choice sets made it clear that the option with low Perks & Promotions 

was preferred regardless of app type (see Figure 9). When looking at the three low one 

high (3L1H) choice sets, however, is where the clarity comes in ï there was a great deal 

of expressed preference for different choice sets. Respondents were obviously paying 

attention to the choices presented to them and were making specific choices based on 

what was available. While the None option for 3L1H was the preferred choice (an 

average of 60% of people rated this option the most highly), each app type was rated 

differently for the four presented choice sets (see Figure 10). Each app had a different 

preferred attribute: for Finance, it was Security; for Health, it was Reliability; and for 

Travel, it was Perks & Promotions. This correlates to expressed attribute importance 

scoring by app type. This demonstrates that hypothesis two is correct, while consumers 

do rate data security as important, they are willing to trade it off for other attributes, 

particularly based on the type of app they are looking to obtain. 

Once the repeated measures ANOVA was completed, a one-way repeated 

measures ANOVA was conducted on each of the Likert and CBC attribute pairs. It did 

demonstrate where symmetries of preference occurred. For example, when looking at the 

3L1H choice set of rSep, it becomes even clearer how much more people preferred 

Security in the Finance app, while the Health and Travel apps showed almost 

symmetrical, and markedly lesser, preference (see Figure 11). 

This visible demonstration of preference was clear for all attributes. A similar 

level of symmetry was seen for both 3H1L choice sets of rSEP and RSeP (see Figures 12 
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and 13). While rSEP showed a similar pattern to the 3L1H rSep, RSeP showed the 

variability of preference by app type that was more often the norm. 

 

Figure 9. Estimated Means of 3H1L Choice Set by App Type. 
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Figure 10. Estimated Means of 3L1H Choice Set by App Type. 

 

   

 

Figure 11. Posterior Distribution of Group Means of rSep. 
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Figure 12. Posterior Distribution of Group Means of rSEP. 

 

 

Figure 13. Posterior Distribution of Group Means of RSeP. 

 

Next, I tested averages for the attribute importance. I found that preference 

towards attribute varied by the type of app the attribute was associated with. When 






































































